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ABSTRACT

Transport Phenomena In Molecular-Scale Devices

by

Zachary Keane

The physics of atomic-scale systems is a subject of considerable interest, from both

a basic-science and an engineering standpoint. We discuss three sets of experiments,

each designed to elucidate a particular aspect of nanoscale physics. The first of

these aspects is spin-dependent transport in atomic-scale ferromagnetic wires. Early

reports of large magnetoresistive effects in this type of device led to speculation about

possible mechanisms for enhancing spin polarization in ferromagnetic constrictions, as

well as excitement about the potential applications for such an effect. An experiment

carefully designed to exclude other mechanisms for conductance changes, however,

leads us to conclude that there is no evidence for a large magnetoresistive effect per

se in constricted ferromagnetic wires.

A second area of interest is hysteretic conductance switching in single-molecule

transistors incorporating bipyridyl dinitro oligo(phenylene ethynylene) dithiol (BPDN-

DT). An early hypothesis to explain the observed hysteresis involved strong electron-

vibration coupling leading to shifts in molecular energy levels. A change in the

charge state of the molecule could both lead to a change in the conductance across

the molecule and tend to stabilize the charge on the molecule, leading to hysteretic

switching behavior. To examine this hypothesis, we fabricated and measured three-

terminal devices allowing us to control the charge on the molecule independent of the



source-drain bias. We find that the evidence argues against a charge-transfer-based

mechanism for the conductance switching; instead, it is more likely that a change in

the molecule-electrode coupling is responsible for this behavior.

The final area addressed in this dissertation is that of current-dependent electronic

noise in single molecules. In many nanoscale devices, the discrete nature of the carriers

of electric current leads to fluctuations about the average current; these fluctuations

are known as shot noise. Correlations between the charge carriers can change the

dependence of the magnitude of this shot noise on the value of the average current.

One of the best-known examples of a correlated-electron effect in single-molecule

conductance is the Kondo effect. Theorists have predicted that a single-molecule

transistor in the Kondo state would exhibit significantly enhanced shot noise. We

discuss the experimental challenges in making single molecule noise measurements,

as well as possible techniques to address these challenges.
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Chapter 1

Introduction

1.1 Preface

This thesis covers a fair amount of ground, ranging from magnetotransport proper-

ties of purely metallic devices through switching behavior in single molecules to the

electronic noise in molecular-scale devices. The overarching theme here is that each

of these systems is physically very small, and therefore may be expected to have

properties somewhat different from bulk systems. Anyone reading this will undoubt-

edly be familiar with Feynman’s 1959 observation that “there’s plenty of room at

the bottom” — that is, that it would be possible, for quite some time, to simply

miniaturize existing devices and go forward in that manner — but the more relevant

observation to this thesis is that “small is different.” It is well established, for ex-

ample, that semiconductor quantum dots with sizes from 2-50 nm exhibit an array

of interesting properties [1]. Quantum confinement in CdSe nanocrystals yields a

tunable bandgap and the attendant optical properties, while the high surface area to

mass ratio of magnetite nanocrystals may be used to further the removal of arsenic

from groundwater [2].

Of course, the quantum effects inherent in nanoscale systems do not always inure
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to our benefit. Moore’s law posits that the number of transistors on a chip will double

roughly every 12-24 months, but it is becoming increasingly clear that blindly scaling

silicon CMOS technology will not continue to work forever. Quantum tunneling

across gate oxides, for example, is rapidly increasing power dissipation as gate lengths

get smaller [3], and while work is underway to address this and several other issues

inherent in scaling down CMOS architecture [4], bulk semiconductors will not be able

to continue to provide the scaling needed to continue Moore’s law. It is therefore of

considerable interest to examine other modalities for providing functionality at these

length scales. A single-molecule transistor consisting of a small organic molecule

coupled to source, drain, and gate electrodes could be said to represent the ultimate

limit of scaling for the field-effect transistor, as the channel length would be on the

order of a few nm. While the fabrication challenges inherent in making devices at

this scale, most notably the low (∼ 10%) yield, render it unlikely that integrated

circuits will ever incorporate large numbers of single-molecule elements, these types

of devices can nevertheless serve as a useful testbed both for evaluating the properties

of different molecules and for exploring the physics behind electron transport at this

scale.

One way of examining the electronic properties of nanoscale systems is to look

at their conduction — by applying a voltage and looking at the current produced,

we can infer a lot about the underlying processes. It is possible in principle to sim-

ulate nanoscale systems in exacting detail, solving the full nonequilibrium quantum
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mechanics to determine what the conduction should be under different conditions,

but this is wildly impractical given the scale of the problem. Instead, a number of

models have been developed that produce particular behaviors relevant to different

situations. Chapters 2 and 3 of this thesis detail experiments relevant to two of these

models.

1.2 Transport through one-dimensional wires

In Chapter 2, we examine the electronic transport properties of a ferromagnetic wire

linking two bulk contacts. As the wire is progressively constricted to a few-atom

contact, features appear in the conduction that cannot be explained in terms of

the bulk resistivity and the cross-sectional area. Instead, as the transverse width

of the system approaches the effective wavelength of the electrons, transport takes

place through a small number of quantum channels — the conductance becomes

quantized. The Landauer-Büttiker formalism, illustrated in Fig. 1.1, is a useful

model in this instance, as the wire becomes, effectively, a one-dimensional conductor

coupled to two large reservoirs. While this model neglects spin-dependent transport

effects and any correlations between the charge carriers, it does a reasonably good

job of explaining the transport through constricted wires. In addition, since the

Landauer-Büttiker model treats the spin-up and spin-down current separately, it is

relatively straightforward to extend it to include certain spin-dependent effects.

To understand the Landauer-Büttiker model, consider exactly the case described



4

Figure 1.1 : (Adapted from [5]) Images of coherent electron flow in a quantum point
contact with one, two, and three channels open. The Landauer-Büttiker formalism
describes this type of transport well.
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above, of a one-dimensional wire coupled to two large reservoirs of charge at T = 0

with chemical potentials µL and µR. Then the voltage difference ∆V between the

two reservoirs is e(µL − µR). In the case where ∆V > 0, occupied states move from

reservoir 1 to reservoir 2 along the wire, leading to a current

j = (−e)(µL − µR)(v
dn

dµ
) (1.1)

where e is the electric charge, v is the Fermi velocity in the tube, and dn
dµ

is the

density of states at the Fermi surface. Since there are two independent spin species,

the density of states dn
dµ

= 2
hv

. Given this, we obtain the following expression for the

conductance of a perfectly-transmitting one-dimensional wire:

G =
j

∆V
=

2e2

h
. (1.2)

This expression can be extended in a straightforward manner to account for the

possibility of multiple conducting channels and for transmission coefficients less than

1. Specifically, for a system with n channels, each with transmission coefficient Ti,

we obtain

G =
n∑
i=1

(Ti
2e2

h
). (1.3)

There is significant experimental support for this model in various physical implemen-

tations, including semiconductor quantum point contacts and constricted metallic

wires.



6

1.3 Transport through a single molecule

Chapter 3 deals with the transport through a molecule sandwiched between a pair of

bulk leads. In many cases, such molecules are relatively weakly bound to the leads,

and so the electronic states are well-localized on the molecule. In a single-molecule

system, the small size of the molecule and the large spacing between molecular energy

levels virtually ensure that the level spacing is much larger than the thermal energy

kT . In these cases, it makes sense to think of the molecule as having a discrete energy

spectrum, and the system is well-approximated as a quantum dot coupled to each lead

by an effective tunneling barrier. While the double-barrier problem has been exten-

sively studied in semiconductor quantum dots and metallic single-electron transistors,

there are significant differences between the single-molecule case and the semiconduc-

tor case. First, the energy scales are different by several orders of magnitude: while

the level spacing in semiconductor quantum dots may be measured in microvolts,

and that in metallic SETs may be nanovolts, typical energy scales for molecules are

generally in the hundreds of millivolts to over 1 V. This enables operation of single-

molecule devices at relatively high temperatures — a simple helium-4 cryostat can

easily bring kT well below the relevant energy scales. Second, the hierarchy of energy

scales is reversed in single-molecule devices as compared to solid-state SETs: molec-

ular electronic levels are generally widely spaced compared to the vibrational modes,

while semiconductor electronic levels are closely spaced, with vibrational energy scales

farther apart.
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Much of the physics familiar from solid-state double-barrier structures remains in

the molecular case, though. In particular, Coulomb blockade is as important in single-

molecule devices as it is in semiconductor SETs. Coulomb blockade arises when there

is a mismatch between the energy levels of filled electronic states on the leads and

empty states on the quantum dot. Since the dot has a discrete set of energy states, and

the ones below the Fermi level of the leads are generally full, tunneling onto the dot

is inhibited at low source-drain bias. Once the Fermi level of the source electrode is

brought into alignment with an empty state on the dot, electrons can tunnel onto the

empty state and out into the drain electrode, a process known as resonant transport.

This is manifested as a series of steps in the I−V curve of the quantum dot, or a

series of peaks in the differential conductance dI
dV

. Of course, higher-order processes

can and do contribute to conduction away from energetic resonances. In these cases,

an electron can tunnel onto a classically forbidden state and out into the electrode.

Generally the contribution of off-resonant tunneling is small compared to the

resonant tunneling processes, but there are exceptions. One such exception is a

correlated-electron process known as the Kondo effect (see Figure 1.2). The Kondo

effect arises when there is an unpaired electron on a quantum dot below the Fermi

energies of the source and drain electrodes. This can occur, for example, when a

molecular energy state is nominally below the Fermi energy of the bulk, but the on-

site repulsion prevents the state from being doubly occupied. In this scenario, an

electron with spin opposite that of the unpaired electron on the dot can tunnel onto
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the dot as the electron on the dot moves off. This provides a pathway for enhanced

conduction, and is manifested as a peak in the differential conductance across the dot

at low temperatures and near zero bias.

a) b)

c) d)

Figure 1.2 : Graphical representation of the mechanism for Kondo-mediated con-
duction enhancement. (a) Initial state; on-site Coulomb repulsion prevents charge
transfer between molecule and electrode. (b) — (c) Formation and resolution of
the classically forbidden Kondo state. (d) Final state; note the change in the spin
remaining on the molecule.
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1.4 Electronic correlations and noise

While DC conductance measurements can elucidate much of the physics underlying

electron transport in nanoscale structures, they do not by any means tell us ev-

erything. For example, imagine having a complete, ordered list of the times when

electrons transited a particular device. One in possession of such a list could compute

much more than just the average current — also available would be the fluctuations

about the average current, as well as higher-order statistical moments. Conversely, a

direct measurement of these higher statistical moments can shed some light on the

characteristics of the ordered list of arrival times. A measurement of shot noise, for

example, gives the fluctuations about the average current in a device. It may be that

the electrons tend to arrive in bunches — this would yield large fluctuations in the

current and therefore a large amount of noise. It may also be that the electrons have

a tendency to arrive as evenly spaced as possible, in which case there would be very

little noise indeed. Chapter 4 is a discussion of an experimental method for measur-

ing shot noise in single molecules, as well as the experimental challenges of trying to

implement this method.
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Chapter 2

Magnetoresistance in Atomic-scale

Electromigrated Nickel Nanocontacts

Magnetoresistive effects in ferromagnetic structures are of considerable technolog-

ical and scientific interest. Read heads for magnetic storage media have evolved

considerably over the past decade, particularly as a result of the discovery of giant

magnetoresistance (GMR) [6]. Earlier magnetic read heads were based on anisotropic

magnetoresistance in a ferromagnetic layer, which yields about a 2-3 percent change

in resistivity [7]. GMR is a much larger effect, up to about 80 percent; this allowed

much more sensitive magnetic detectors and higher data density. In the early 2000s,

there were claims of a still larger effect, called ballistic magnetoresistance [8], which

occured in atomic-scale constrictions in ferromagnetic wires. The goal of this ex-

periment was to leverage our expertise in the fabrication of thin films and narrow

constrictions to test some of these claims in a well-controlled environment.

The anisotropic magnetoresistance (AMR) results from spin-orbit scattering and

is manifested as a change in resistivity, ρ, as a function of the relative orienta-

tion of the magnetization M and the current density J [9]. In Ni, for example,

(ρ(J ‖M)− ρ(J ⊥M))/ρ(J ‖M) ≈ 0.02 [7]. In a randomly-magnetized bulk sam-

ple of material, then, the average resistivity ρav = 2
3
ρ(J ⊥M) + 1

3
ρ(J ‖M).
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As stated above, AMR results from the spin-orbit interaction in d electrons in

the lattice, and more specifically from the scattering of the s electrons responsible

for the conductance from the stationary d electrons. It has been shown [10] that the

probability of mixing between s and d states is smallest when the s electron is moving

perpendicular to the plane of the d orbital lobes; accordingly, in all ferromagnetic

transition metals the resistivity is at a minimum when the magnetization is perpen-

dicular to the current density(see Fig. 2.1. Typically this effect results in a resistivity

change of a few percent at room temperature.
| 2| = 1e 05 Level Surface

a)

b)

Figure 2.1 : Graphical representation of the mechanism for AMR. (a) M ⊥ J ; resis-
tance is at a minimum. (b) M ‖ J ; resistance is maximized.

Tunneling magnetoresistance (TMR) results from the difference in majority and
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minority densities of states at the Fermi level. Tunneling resistance, R, is generally

enhanced for antialigned magnetizations of the electrodes on either side of the tunnel

barrier(see Fig. 2.2). The magnitude of TMR in large area junctions is ≡ (R↑↓ −

R↑↑)/R↑↑ = 2P 2/(1− P 2), where P is the spin polarization at the Fermi level [11].

a) b)

Figure 2.2 : Graphical representation of the mechanism for tunneling magnetoresis-
tance. (a) Leads have parallel magnetization. Majority carriers tunnel into majority
states; conduction is unaffected. (b) Leads have antiparallel magnetization. Majority
carriers tunnel into minority states; conduction is suppressed.

The magnetoresistance of atomic-scale constrictions in magnetic wires has been

the subject of intense interest since the initial report of large ballistic magnetoresis-

tance (BMR) in junctions between Ni wires [12]. BMR magnitudes reported in the

literature have ranged to in excess of 100,000 % [13]. These reports of BMR mag-

nitudes far in excess of typical AMR and TMR effects have generated considerable

controversy, including concerns about magnetostrictive artifacts [14]. It is therefore of
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interest to examine constrictions fabricated in a geometry that minimizes these effects

and allows temperature-dependent studies of junction magnetoresistances. Previous

experiments along these lines have used mechanical break junctions [15], planar elec-

trochemically grown junctions [16], ballistic nanopores [17], and ion-beam-formed

constrictions [18]

We have made measurements of the magnetoresistance through few-atom and

single-atom contacts between planar Ni electrodes, as well as planar Ni-Ni tunnel

junctions. Junctions are fabricated by a combination of electron beam lithography

and controlled electromigration. This allows the examination of individual nanos-

tructures with junction configurations serially modified from planar films to few-atom

contacts to vacuum tunnel junctions. These planar structures are chosen to minimize

magnetostrictive effects, as discussed below. Small junction size is confirmed by ev-

idence of conductance quantization and discrete switching. At 10 K, conventional

AMR is observed in large junctions, and increases in magnitude as the number of

channels approaches one. We observe significant sample-to-sample variation in the

shape and sign of the magnetoresistance, with an upper limit on the magnitude con-

sistent with TMR in Ni of known properties. This variability, typical of mesoscopic

systems, suggests that the bulk magnetization of the electrodes is not simply related

to the local magnetization of the few atoms directly relevant for tunneling.

Devices are fabricated by a two-step lithography process on test grade p+ Si wafers

coated with 200 nm thermal oxide. Ni structures are defined by e-beam lithography
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Figure 2.3 : Scanning electron micrograph of a typical device for magnetoresistance
measurements. Leads are 1 nm Ti/30 nm Au; constricted wire is 20 nm thick Ni.
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and e-beam evaporation (20 nm thick Ni film deposited at 2 Å/s in a system with

∼ 10−7 mB base pressure). This is followed by a second lithography step, Ar ion

sputter cleaning to ensure good contact to the Ni layer, and evaporation of 1 nm

Ti/30 nm Au leads to make electrical contact (see Appendix A for detailed fabrication

recipes).

Sample geometries, shown in Fig. 2.3, were chosen to minimize magnetostrictive

effects by anchoring the bulk electrodes firmly to the substrate, and to create a well-

defined domain structure near the constriction so that the data could be more easily

interpreted. The micron scale of the Ni pads increases the likelihood that each will

consist of a single domain. The electrode shapes favor controlled relative reorientation

of their bulk magnetizations [19,20]. In the absence of an external magnetic field, M

is favored to lie in the plane of the electrodes and parallel to the current.

The Ni constrictions are progressively broken by electromigration [21] to achieve

contacts ranging from a few atoms to vacuum tunnel junctions. All measurements are

performed at 10 K in a variable temperature vacuum cryostat to mitigate oxidation

of the Ni atoms near the contact. The system is relatively stable at this temperature,

allowing measurement of the same device in multiple configurations; in this way we

were able to observe the evolution of these devices from bulk metal through the

ballistic regime into the tunneling regime.

To achieve few-atom contacts and clean vacuum tunnel junctions reliably, pre-

cise control of the electromigration procedure is paramount; our procedure for nickel
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Figure 2.4 : Conductance vs. time for a successful electromigration run, demonstrat-
ing discontinuities and conductance plateaux. Total duration of the data shown is
approximately 10 seconds. (inset) I − V curves representing the same data.

closely follows one previously reported for room-temperature gold nanojunctions [22].

The electromigration process is carried out under computer control by means of

a LabVIEW-based control program, a National Instruments analog input/output

board, and a Stanford Research Systems current amplifier. Typical measured start-

ing resistances are on the order of 80-100Ω; this figure includes both the device itself

and the resistance of the cabling. The process entails an initial I-V measurement at

low voltages to determine the device’s starting resistance; next, the voltage is swept

upward and the current monitored until the device’s resistance has reached an upper

bound calculated from the starting resistance. This indicates that the contact has

begun to break, and at this time the current is stopped to avoid catastrophic fail-

ure. The process then repeats with the new baseline resistance until the desired final

resistance is reached.
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Achieving stable few-channel junctions is extremely challenging, with a success

rate of ∼ 8%. Current-voltage curves and corresponding conductance data from a

successful electromigration run resulting in a 13 kΩ device are shown in Fig. 2.4.

The discontinuities in the last few I − V curves, and the corresponding conductance

plateaux, indicate that the device under test likely consists of a few atoms at its

narrowest point. Such few-channel junctions often exhibit telegraph noise with con-

ductance changes ∼ e2/h, also consistent with extremely narrow constrictions.

After the electromigration procedure reaches the desired endpoint (often a few kΩ,

a value consistent with a few-atom contact), the magnetoresistance is measured with

lock-in amplifier techniques. For high-conductance devices, the differential resistance

measurement is performed by sourcing a current of up to 100 µA at a frequency near

1 kHz and monitoring the voltage across a device as the magnetic field is varied. For

devices in the tunneling regime (generally> 100kΩ), by contrast, it is more convenient

to source a voltage (generally no more than a few mV) at a lower frequency (10-200

Hz, depending on the conductance) and measure the resulting current.

A family of magnetoresistance curves from one electromigrated device is shown in

Fig. 2.5. The magnetization of the leads lies in the plane of the film until a coercive

external field is applied out of plane. An in situ rotation stage allows the acquisition

of magnetoresistance data as a function of field orientation for a single junction con-

figuration. The magnetoresistance under a transverse field evolves gradually from a

small AMR in the bulk to a larger, similarly-shaped curve as the device is broken into
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Table 2.1 : Magnetoresistance of samples under various electromigrated configurations.

Sample Resistance Longitudinal MR [%] Transverse MR [%]

A 7.1 kΩ 0.78 1.14

A 83 kΩ 20.7 16.4

B 13 kΩ 20.5 8.03

B 5 MΩ 11.3 10.7

C 10 MΩ 9.43 7.07

D 13 kΩ 5.13 10.7

D 200 kΩ 13.3 [not measured]

E 5.8 kΩ 3.3 15.4

E 13 kΩ 8.69 21.9

the ballistic regime. The initial magnitude of the out-of-plane MR in an unbroken

starting device is typically a few tenths of a percent; while AMR in nickel films is

typically 2%, the smaller value is reasonable since initially the measured resistance

is dominated by the leads and wiring.

As the device is progressively broken, the MR quickly approaches and then sur-

passes the expected magnitude for bulk AMR: in few- and single-channel devices, this

effect can approach 20%. Finally, in the tunneling regime, we see fairly typical MR

magnitudes for a vacuum tunnel junction, with TMR values of 10-20%. Table 2.1

shows several samples measured in different electromigrated configurations at 10 K.
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A closer look at the curves in Fig. 2.5 reveals some aspects, other than the surpris-

ingly large magnitude of the AMR-like effect, in which the behavior of these devices

diverges from traditional AMR. The most readily apparent of these unusual behaviors

is the appearance of switching features at applied fields of around 2 kOe perpendicular

to the current. These features are not observed in any devices prior to electromigra-

tion. The hysteretic nature of these switching features suggests that they may be due

to domain reversal in the Ni metal. In both in-plane and out-of-plane field sweeps,

the magnitude and sign of the TMR has significant variability from device to device.

While there are suggestions in the literature of a ballistic variant of AMR [23], these

predictions call for the abrupt opening or closing of a full conductance channel, an

effect not seen in these devices.

Given the controversy surrounding claims of large ballistic magnetoresistance, it

was important to separate the behavior intrinsic to the metallic contact from pos-

sible confounding effects. Magnetostriction is one such effect: one need only cause

a single- atom mechanical contact to shift by a fraction of a nanometer to cause a

large conductance change. One experiment designed to quantify the effects of mag-

netostriction in nickel mechanical break junctions indicates that, in a geometry with

a 650 nm undercut beneath the bridge, magnetostriction accounted for a 40% change

in the resistance of an atomic-scale contact [24]. Since the magnetoresistance values

measured in our experiment are of the same order, this was a cause for some concern.

In the end, we have found that magnetostriction is very unlikely to account for
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(a) (b)

(c) (d)

Figure 2.5 : a) Anisotropic magnetoresistance of a typical device (sample E) before
electromigration. b) In-plane (upper) and out-of-plane (lower) magnetoresistance of
sample E at 5.8 kΩ. c) In-plane (upper) and out-of-plane (lower) magnetoresistance
of sample E further broken to 13 kΩ. d) In-plane (lower) and out-of-plane (upper)
magnetoconductance of a 10 MΩ tunnel junction (sample C).
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these results for two reasons. First, in our geometry, the Ni wires are constrained

by the silicon substrate everywhere except for the immediate neighborhood of the

constriction; the length of the bridge which is unconstrained by the substrate below

is at most ∼10 nm, which should result in a much smaller magnetostrictive effect.

Second, the magnetoresistance curves shown in [24] are qualitatively different from

those reported here, particularly in the lack of fine structure.

The complicated MR patterns and variability indicate that domain structure in

the bulk electrodes is not simply related to the atomic-scale magnetization at few-

atom contact or point of tunneling. Since there is no evidence of Coulomb blockade as

these devices approach the TMR limit, it is unlikely that the effects seen are a result

of unintentional nanoparticle formation during electromigration. Similar variability

and complicated magnetic structure has also been seen in mechanical break junction

experiments in the few-channel regime [15]. Such strong sensitivity to detailed contact

geometry has also been supported theoretically [25].

Three factors are likely to be relevant to understanding these observations. First,

single-molecule transistor measurements with ferromagnetic leads [20] have explicitly

demonstrated that effective exchange fields at surface atoms can be large (70 T)

and different from the bulk. Second, tunneling via localized states (possibly surface

states in this case) has been demonstrated to lead to inverted TMR [26], as have

highly transmitting channels [27]. Third, it is possible that trace amounts of NiOx

or unintended adsorbates at the tunneling point can cause local perturbations of the
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tunneling spins. Detailed atomic-scale variations in the junctions clearly can have a

profound influence on relevant magnetoresistive processes.

It is of interest that a group at Cornell independently pursued a directly analo-

gous project, using permalloy films in place of nickel [28]. Their findings essentially

replicate those presented here, lending further support to the contention that large

values of ballistic magnetoresistance result from experimental artifacts.



23

Chapter 3

Conductance Switching in Single-Molecule

Transistors Incorporating Bipiridyl Dinitro

Oligo(phenylene ethynylene)

One area of strong interest within molecular electronics has been molecular switch-

ing, the experimental observation that conduction through some molecular systems

has been observed to switch discretely between states of comparatively high and

low conductance. Discrete switching has been observed in a number of measure-

ment configurations and molecules [29]. Scanning tunneling microscopy (STM) has

been particularly useful in studying this phenomenon by observing molecules of in-

terest assembled at grain boundaries and defects in alkane self-assembled monolayers

(SAMs). Of particular interest is voltage-driven switching, when sweeping a dc bias

voltage beyond a threshold Von triggers the transition to the higher conducting state.

In some experiments, this enhanced conduction persists until the bias is reduced to

Voff < Von leading to hysteretic current-voltage characteristics. Blum et al. exam-

ined this phenomenon in bipyridyl-dinitro oligophenylene-ethynylene dithiol (BPDN-

DT) in 2005 [30] using STM, a crossed wire method [31], and a nanoparticle-based

technique [32], finding similar switching characteristics in all three measurement ap-

proaches (see Fig. 3.1). This consistency suggests that the switching in this case is
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intrinsic to the molecule/metal system, rather than an artifact of a particular mea-

surement technique.

One suggested switching mechanism that has both motivated molecular design

and been the focus of intense theoretical analysis is reduction of functional groups on

the molecule [33]. Polaron formation is one way of potentially stabilizing this reduc-

tion. One model [34] suggests that strong coupling between an electronic level and a

vibrational mode localized to the molecule can lead to a renormalization of that level

to a lower energy when occupied. In this drastically simplified model, the molecule

is treated as a quantum dot with one electronic level ε0 coupled to a vibrational

mode ω0 and leads L and R. Representing the annihilation and creation operators for

electrons on the molecule and in the contacts as d̂ (d̂†) and ĉk (ĉ†k), respectively, and

using â (â†) as the annihilation and creation operators of a vibrational quantum, the

Hamiltonian in this model becomes:

Ĥ = ε0d̂
†d̂+

∑
k∈{L,R}

(
εkĉ
†
kĉk + Vkd̂

†ĉk + V ∗k ĉ
†
kd̂
)

+ ω0â
†â+M(â+ â†)d̂†d̂

Here, ε0d̂
†d̂ gives the energy due to the occupation of the molecular level, and εkĉ

†
kĉk

is the energy due to the occupations of the leads. The terms Vkd̂
†ĉk and V ∗k ĉ

†
kd̂ give

the energy for an electron to tunnel onto and off of the molecule, respectively; ω0â
†â

is the total vibrational energy, and M(â + â†)d̂†d̂ describes the electron-vibrational

coupling. The detailed evaluation of this Hamiltonian [35] is beyond the scope of

this document, but in the limit of strong coupling between the molecule and leads,

multiple local minima can appear in the total energy of the system as a function of the
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To demonstrate that the observed switching in BPDN is a 
molecule-based phenomenon, and not a SAM-based property 
derived from intermolecular electron transfer7, we measured 
the I/V behaviour of isolated molecules of both BPDN and OPE 
backfi lled into a C11 alkanethiol SAM. To make the measurements 
easier, a 2.5-nm gold nanoparticle was attached to the inserted 
molecules (Fig. 3a). The I/V measurements for such isolated BPDN 
molecules, seen in Fig. 3b, show a discontinuity at 1.7 ± 0.5 V, 
which is qualitatively the same as what is seen in a SAM of BPDN. 
As expected, neither control I/V measurements of the alkane 
matrix nor isolated OPE molecules show any such discontinuity. 
This suggests that the observed discontinuity in the measured I/V 
characteristic corresponds to a change in the conductance state of 
individual BPDN molecules and is not dependent on neighbouring 
BPDNs. As in the monocomponent SAMs, the inserted BPDN 
molecule remains in this higher conductance state until the applied 
bias approaches 0 V, when it switches back into the original state. 
The molecule can be switched back and forth between the two states 
as long as the STM tip remains above the molecule in question. 
Within the experimental error, the switch threshold voltage remains 
the same for a given molecule. We see no signs of Coulomb blockade, 
which indicates that the nanoparticle was not charging during 
the experiment. Experimentally, conductance switching has been 
observed on single molecules for at least 40 cycles. This indicates 
that the change in molecular conductance state is reversible.

Additional electronic characterization measurements of BPDN 
were made on monocomponent SAMs on a gold wire using a crossed-
wire tunnel junction. In this experiment, shown schematically in 
Fig. 3c, a junction is formed from two 10-µm Au wires, one modifi ed 
with a SAM of the molecule of interest20. By comparison with STM 
measurements of individual molecules, we have demonstrated 
that such crossed-wire tunnel junctions contain ~1,000 molecules 
and that the conductance of such junctions scales linearly with the 
number of molecules in parallel23. Figure 3d shows a typical I/V 

measurement of BPDN in a crossed-wire tunnel junction. In this 
measurement, the bias voltage is swept from 0 V to 1.5 V, then back 
down to 0 V while measuring the current in the junction. At the 
start of the measurement, the molecules are in the low conductance 
state. Similar to the STM I/V measurements described previously, 
there is a discontinuity in the measured current at 1.08 ± 0.16 V. 
This discontinuity represents a switch from the low conductance 
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Figure 2 I/V measurements on BPDN. Using Type I STM experiment (Fig. 1a), the 
I/V measurement for BPDN shows a discontinuity at 1.7 V in the blue curve when 
scanned from 0 V to 2 V, where the molecule switches from a low conductance to a 
high conductance state. The red curve shows the high conductance state, measured 
as the bias is scanned from 2 V to 0 V. Near 0 V, the molecule switches back into the 
low state so that if the bias is scanned again from 0 V to 2 V, the current retraces 
the blue curve. However, if the molecule is scanned above 1.7 V, switching it into the 
high conductance state, then scanned back to 0.5 V, followed by a scan back up to 
2 V, it stays in the high conductance state, retracing the red curve.
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Figure 3 Consistent two-state behaviour in three different test-beds. 
a, Diagram of STM I/V experiment. The tip is positioned over the gold nanoparticle 
to measure the properties of an individual BPDN molecule inserted into the C11 
alkane matrix. b, I/V measurement of an isolated BPDN molecule from the Type II 
STM experiment. c, Diagram of crossed-wire tunnelling junction. The wire spacing 
is controlled by the Lorentz force: d.c. current (idef) in one wire defl ects it in a 
magnetic fi eld (B). d, I/V measurement on a SAM of BPDN molecules using the 
crossed-wire experiment. e, Schematic diagram of the magnetic bead junction. 
f, I/V measurement of a SAM of BPDN molecules in the magnetic bead junction. 
BPDN molecules probed in all three test-beds behave qualitatively the same. In all 
experiments, the blue curve, scanned from 0 V to 2 V, shows a discontinuity where 
the molecules switch into the high conductance state. The red curve shows the high 
conductance state, measured as the bias is scanned from 2 V to 0 V. In all three 
test-beds, near 0 V, the molecule switches back into the low conductance state. 
Once the molecule is in the high conductance state, it remains in that state until the 
bias is scanned to within 50 mV of 0 V.
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Figure 3.1 : Several measurement modalities for hysteretic conductance switching in
BPDN (Adapted from [30]) (a) Diagram of STM-based I-V measurement. The tip is
positioned over a single BPDN molecule in an alkanethiol matrix. (b) I-V curve of a
single BPDN molecule measured in the geometry of (a). (c) Diagram of crossed-wire
geometry for BPDN measurements. (d) I-V curve of a BPDN SAM measured in the
geometry of (c). (e) Diagram of a magnetic bead junction. (f) I-V curve of a single
BPDN molecule measured in the geometry of (e).
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occupation of the molecular state [34]. In the context of switching, the physical idea

is that large source-drain bias voltages can alter the average electronic population of

the molecule from its zero bias value, and that excess charge can then be stabilized

via this polaronic process, remaining on the molecule as bias is then reduced (see Fig.

3.2). There have been numerous theoretical examinations of such a model [34–39],

with several reporting that bistable and hysteretic conduction can arise with certain

ranges of parameters.

Other proposed switching mechanisms include macroscopic changes in molecular

conformation [40], rotation of functional groups [41] or conjugated rings [42], bond

fluctuation at the attachment point between the molecule and the electrode [43], and

changes in hybridization between the molecule and the electrode [29, 44–46]. Since

BPDN is a relatively short, highly conjugated molecule, however, changes in molec-

ular conformation are unlikely, and there are no functional groups free to reorient

themselves.

Single-molecule transistors (SMTs) can be used to examine candidate switching

mechanisms. SMTs are three-terminal devices with conduction occuring between

source and drain via a single small molecule, modulated by capacitive coupling to a

proximal gate electrode. SMTs have been used to study other vibrational phenom-

ena [47–52], and capacitive coupling to the gate has been used to manipulate the

average electronic occupation of the molecules. As the gate voltage, VG, is increased,

the electrostatic interaction with the gate tends to favor an increased electronic pop-
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b)a)

d)c)

Figure 3.2 : Graphical representation of the hypothesized mechanism for polaron-
mediated hysteresis. a) Ground state, VSD = 0 b) As VSD approaches VON, a molecular
orbital is brought into resonance, and charge transfer occurs. c) Electron-phonon
coupling shifts the manifold of molecular energy states, stabilizing the charge on the
molecule. d) The charge, and the increased conductance, persist even with VSD < VON.
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ulation of the molecule. Therefore, in the polaronic picture, we would expect to see

a tendency towards lower switching voltages as the gate potential is increased. By

contrast, we would expect little to no effect from a gate if the switching mechanism

involves changes in the molecule-electrode interaction. With this in mind, we fabri-

cated and measured a large number of three-terminal devices to probe the origin of

conductance switching in BPDN.

The fabrication of SMTs has been discussed extensively elsewhere [50, 53]. Us-

ing e-beam lithography, we define constricted wires on [100] p+ Si wafers coated

with 200 nm of thermally grown SiO2. Each wafer is patterned with at least 45

devices. Source and drain electrodes are 1 nm Ti/20 nm Au deposited by e-beam

evaporation. After lift-off and O2 plasma cleaning, devices are immersed in a 0.2 mM

solution of acetate protected BPDN-DT [54] in a nitrogen-purged 1:1 mixture of THF

and ethanol. Thiol-based self-assembly is carried out in the standard alkaline depro-

tection chemistry [55] for 48 h. Finally, the gold wires are electromigrated [21] to

failure at 4.2 K, and electrical transport measurements are made as a function of

source-drain bias, VSD, and gate voltage, VG at 10 K in a variable temperature vac-

uum probe station. The cryogenic environment minimizes the risk of adsorbed con-

taminants, and increases device geometric stability by inhibiting diffusion of metal

atoms and molecules. DC measurements of device current-voltage characteristics

(ID − VSD) are performed with the source electrode grounded, at various VG. Initial

post-electromigration characterization is via a source-drain bias sweep up to 100 mV.
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The nanoscale variation between devices produced by the electromigration method

necessitates a statistical approach to device characterization. Of 464 devices fabri-

cated in this manner incorporating BPDN-DT, 169 exhibited no measurable tunneling

current after electromigration. Previous experience and SEM imagery suggest that

the most likely explanation is a resulting source-drain gap several nm or larger. All

remaining devices found to have detectable conduction were measured at source-drain

biases as high as 2 V.

These voltages are significantly higher than those used in previous experiments

[50, 52, 56], and are necessary to search for switching phenomena like those reported

for this molecule in other geometries [30]. For gaps in the range of 2 nm, the resulting

source-drain electric fields at high bias can readily exceed the breakdown threshold

of many materials. No sign of arcing or destructive irreversibility is observed in

these devices after voltage application. However, a common failure mode of SMTs

produced by electromigration is device instability: conductance characteristics that

change irreversibly in the course of systematic measurements, presumably due to

alteration of the device geometry (specifically the rearrangement of electrode atoms,

or the breaking of the molecule/electrode bond). This instability is likely to be

driven by both the electric field and the current density at the gap. These irreversible

changes, which almost always result in lower overall conductance, make long studies

at high biases very difficult.

Out of the devices with measurable conduction, 24 exhibited hysteretic behavior
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Figure 3.3 : I-V curve of a typical BPDN-DT device exhibiting conductance switching
and hysteresis. Here, Von = 810 mV and Voff = 885 mV. Inset: Structure of the
BPDN-DT molecule.
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qualitatively like that shown in Fig. 3.3. The source-drain bias is swept from zero

to a pre-defined endpoint (typically 1 V) in 40 s, then back to zero. Conductance is

low (< 10−8 S) until a characteristic threshold VSD ≡ Von is reached. A discontinu-

ous transition to a higher conductance state occurs; some devices exhibit regions of

astability, in which several rapid transitions between the high and low conductance

states occur, for VSD just exceeding Von. At higher biases, the device remains in

the high-conductance state. As the bias is swept back down, the device remains in

the high-conductance state until a second characteristic bias, Voff < Von is reached,

at which point there is a transition back to the low-conductance state. In two ad-

ditional devices, hysteresis was also observed, but with the opposite sense; that is,

initial sweeps began in a more conducting state and at high biases a transition was

observed to a less conducting state.

Control experiments were performed using both bare junctions and electromi-

grated junctions incorporating dodecanethiol (C12H25SH). Out of a total of 145 con-

trol device subjected to the same biasing scheme, no devices exhibited this hysteretic

conduction. This is consistent with the BPDN-DT molecules being responsible for

the hysteresis.

Both the switching voltages and the width (in VSD) of the hysteretic region vary

considerably from device to device. As shown in Fig. 3.4, Von ranges from 390 mV

to as high as 1.7 V, but in most of these devices is around 700 mV. This correlates

well with previously reported results on voltage-controlled conductance switching in
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BPDN-DT [30]. The astability near the transition points between the two conduc-

tance branches further complicates attempts to quantify the width of the hysteresis.

A hysteretic device under typical bias sweep conditions survives on the order of 10

bias sweeps (all showing hysteresis) before irreversibly changing to a lower conduc-

tance, non-hysteretic configuration, though occasional devices exhibited much better

stability, surviving hundreds of cycles.

In addition to the source and drain, the BPDN-DT molecules in our devices are

capacitively coupled to a gate electrode. The effective strength of this coupling de-

pends strongly on the geometry of the junction, and the strength of the coupling

between the molecule and the electrodes. In previous SMT experiments we have

examined thousands of devices, and found that approximately 10-15% of the ini-

tially patterned electrodes show significant gate dependence. This is true both for

physisorbed molecules (C60) [50,53] and transition metal complexes attached via gold-

thiol bonds [52,56]. In the BPDN-DT devices examined, only two out of the original

464 devices show any systematic gate dependence; Fig. 3.5 shows a set of ID − VSD

curves from one of these devices.

Detailed studies of the gate dependence (e.g. the conductance maps as a function

of VSD and VG familiar from Coulomb blockade devices) were impeded by the short

device lifetime described above. However, it was possible on the other gate-dependent

device to sit at a bias near VON and sweep VG, to search for any systematic variation

of VON with gate potential. The data are shown in Fig. 3.6. The device shows
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sporadic, hysteretic switching between conductance states as VG is varied, with a

weak, nonmonotonic trend toward lower conduction at more positive VG. Note that

this is the opposite trend as that seen in the device of Fig. 3.5.
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Figure 3.6 : Current through a BPDN device as a function of VG with VSD = 600 mV '
VON. This device was measured starting at VG = +100 V, sweeping down to -100 V
and back several times.

These data constrain the switching mechanism discussion significantly. If the

source of the hysteresis is an electronic effect such as polaron formation, one would

expect a reproducible, systematic trend of Von with VG. An increasingly positive VG

acts to stabilize additional electronic population on the molecule, presumably lower-
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ing the source-drain bias required to populate the next electronic level. The efficiency

of gate coupling in previous SMT devices with this oxide thickness [50,52,56] has gen-

erally been on the order of a few percent, implying that a 100 V swing of VG should

systematically shift molecular levels (and correspondingly Von and Voff) by a few hun-

dred meV. Whether this is sufficient to bring a molecular level into alignment with the

source/drain chemical potential depends on the details of the molecule’s electronic

structure (gap between highest occupied and lowest unoccupied molecular orbitals)

and the molecule-metal bonding. Further, while transport via highest occupied vs.

lowest unoccupied orbitals could affect the sign of the gate trend, the differences be-

tween Figs. 3.5 and 3.6 would imply that qualitatively identical transport in different

devices takes place through different orbitals, which seems unlikely.

Within the polaronic picture of hysteresis, which implies that the energetic differ-

ence between the source/drain chemical potential and a molecular orbital is ∼ eVon,

there are limited possible explanations for the observed weak gate coupling. If this

particular molecule self-assembles or moves during electromigration in a manner very

different than in other experiments, it is conceivable that there could be a systematic

trend toward device geometries with weak gate couplings. This seems unlikely, given

the relatively ordinary self-assembly properties of BPDN-DT reported by Blum et

al. [30]. Very strong electronic coupling of the BPDN-DT molecules to at least one of

the electrodes could also explain a relatively weak effect of the gate. If the molecular

levels are strongly pinned relative to the Fermi level of a lead, then effectively the
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molecule will be screened well from the gate potential. Such a strong lead coupling

would strongly constrain dynamic polaron formation, requiring weak gate coupling,

yet a large enough reorganization energy that small bias-driven charge transfer could

shift the level into or out of resonance, all relatively independent of the details of the

Au site to which the molecule is bound. Detailed quantum chemistry calculations

should at least be able to assess the likelihood of such strong coupling between the

molecule and the metal, as well as the level alignments mentioned above.

A more plausible explanation, in our view, is that the switching mechanism in

these devices is based on bias-driven changes in the molecule/electrode hybridization

or bond angle, rather than a direct electronic process like polaron formation. The

lack of gate dependence would then naturally follow from a large energetic difference

between molecular levels and the source/drain chemical potential. Given the hetero-

geneous environment of the electromigrated junctions, it would not be surprising for

the molecule to bind asymmetrically to the electrodes. Indeed, during initial SAM

formation, only one end of the molecule is expected to be bound to the Au sur-

face. Under this circumstance, the bound molecule can acquire a net electric dipole

moment, which may be enhanced by the strong electron-withdrawing character of

the nitro groups in BPDN-DT. STM experiments have already demonstrated [44]

that electric dipoles can lead to a bias influence on conductance switching in other

molecules, which has been interpreted as due to changes in molecule/electrode hy-

bridization [29,44]. Interestingly, switching behavior has been studied in some detail
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in oligo(phenylene vinylene) molecules, where lower voltage thresholds for switching

enable significantly easier data acquisition [57]. The suggested mechanism in this case

involves breaking and reformation of a S-H bond near the contact. While it is not

clear to what extent the feasibility of this mechanism depends on the details of the

nearby dielectric, it is certainly likely that the details of the contacts play a role in

the electronic behavior.

We have performed measurements of electromigrated junctions in a SMT configu-

ration incorporating BPDN-DT, a molecule known from other experiments to exhibit

hysteretic conductance switching as a function of VSD. We observe similar hysteretic

characteristics that are absent in control devices not incorporating the molecule of

interest. The dependence of the conductance on VG is much weaker than observed

with other molecules in SMT experiments. We find that there is no evidence for

the polaron-mediated hysteresis hypothesis; indeed, a much more likely explanation,

in our view, is that the hysteresis depends on the geometry of the molecule/metal

interface. In effect, the molecule may physically behave like a mechanical switch.

It may be of some minor interest to note that an experiment carried out using an

STM tip to contact BPDN molecules in an electrochemically active liquid environment

has given an indication that charge transfer onto the molecule could play a role

in the conductance switching [58]. It is clear that, in this case, a change in the

potential of the electrolyte led to reversible, hysteretic conductance changes in the

neighborhood of the molecule; however, due to the possible presence of counter ions,
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relatively poor signal to noise, and signs of irreversibility in that system, this analysis

may be regarded as less than definitive. Quantum chemistry calculations in highly

simplified models have also yielded a diversity of predictions regarding the origin of

these switching behaviors [35,59,60]; it may be of interest to perform more detailed ab

initio calculations to further elucidate the possible mechanisms for this effect. While

we find no support for the polaron hypothesis in this system, there are many other

molecules known to have strong electron-phonon coupling [61], and it is certainly

possible that polaron-mediated hysteresis may appear in these other systems. Given

the relative uncertainty that continues to surround this area of inquiry, performing

SMT experiments using molecules known to have strong polaron formation tendencies

remains an interesting direction to pursue.
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Chapter 4

Electronic Noise in Atomic-Scale Structures

4.1 Overview of noise processes

Noise is most often viewed as an impediment to effective measurements. Techniques

such as lock-in measurements have been devised to eliminate noise from periodic

signals, and there are entire volumes published on other active and passive noise

reduction methods. However, the specific character of electronic noise, and the con-

ditions under which it appears, can also yield useful information about the details

of electron transport in nanoscale systems. This chapter explores some of the ways

that noise can reveal details not evident in other measurement modalities, presents a

highly-sensitive system for measuring electronic noise in single-molecule transistors,

and discusses some early data from such a system.

There are three categories of noise directly relevant to this investigation: Johnson

noise, 1/f noise, and shot noise. Johnson noise, discovered in 1928 [62], arises from the

thermal motion of charge carriers in a resistive element [63]. It is characterized by a

flat power spectral density, and appears in any resistive system at finite temperature.

1/f noise is characteristic of semiconductors and disordered metals, and can arise

from generation-recombination noise, universal conductance fluctuations, or any of
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several other processes. Generally, it does not appear in the absence of a dc current.

Shot noise arises from the discrete nature of the charge carriers in material systems.

Because charge is quantized (generally in units of e), and because the arrival times of

carriers follows a Poissonian distribution in the absence of intertemporal correlations

between the carriers, there are fluctuations in the measured current in, e.g., tunnel

junctions. These fluctuations depend only on the unit of charge and the average

current through the device, and they produce a current noise with a flat power spectral

density.

4.1.1 Johnson-Nyquist noise

J. B. Johnson first described the thermal fluctuations of electric charge in conductors

in 1928, using a vacuum-tube amplifier, a variable tank circuit, and a thermocouple to

measure the noise power [62]. He found that, in a wide variety of resistive materials,

and over the temperature range from liquid nitrogen to boiling water, a noise power

was generated proportional to the temperature and the resistance:

(SV )2 = 4kBTR (4.1)

Here, SV is the noise voltage spectral density, kB = 1.38 × 10−23 J
K

is the Boltzmann

constant, T is the absolute temperature, and R is the resistance. Later that year,

Nyquist presented a theory of thermal noise based on thermodynamics and statistical

mechanics [63].

Nyquist’s explanation of thermal noise is strking in its simplicity and elegance.
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Z0 = R

Figure 4.1 : Illustration of a thought experiment for Johnson noise

Consider the circuit of Fig. 4.1: a pair of matched resistors RL and RR, each with re-

sistance R, are connected by a lossless transmission line with characteristic impedance

Z = R. Since the loads at either end are matched to the line, an electrical signal

propagating in either direction will be completely absorbed in the load resistance —

there will be no reflection. If the system is in thermal equilibrium, the temperatures

of the two resistances will be equal:

TL = TR = T. (4.2)

The thermal fluctuations of charge in RL will then produce a rightward-moving signal

on the line, which is absorbed in RR, and vice versa.

Imagine replacing the resistances RL and RR with short circuits at either end of
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the line. We now have a one-dimensional electromagnetic cavity, perfectly reflecting

at both ends, with length L and propagation velocity v. Since the transmission

line has a finite velocity of propagation, some energy will have been trapped in the

cavity. This cavity will have a discrete spectrum of electromagnetic modes, each with

frequency fn = nv
2L

. In the low-frequency limit hf << kBT , the equipartition law gives

the energy in each mode as kBT . The energy trapped in the cavity within a frequency

range ∆F is then proportional to the number of modes within that frequency range:

E = kBT
∆FL

v
. (4.3)

Equation 4.3 represents the total energy in the cavity; we want to find the aver-

age power generated by the thermal noise of the resistances. Recall that our initial

scenario involved resistances matched to the transmission line, so that there would be

no reflection at either end. The energy trapped in the cavity must then only be that

which was generated by the resistances in the time interval ∆t = v
L

. We can divide

the energy in the cavity by this time interval to obtain the average power:

P = kBTδF. (4.4)

One of Ohm’s three laws gives the relationship between the current in the transmission

line and the voltage across the resistors:

I =
V

2R
. (4.5)

Using the relationship P = I2R and some simple arithmetic, we then obtain Johnson’s
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experimental result for the noise voltage in a frequency interval ∆f :

V 2 = 4kBTR∆f. (4.6)

As a final note, most interesting single-molecule systems have nonlinear conduction

as a function of bias voltage. In these cases, the relevant “resistance” for the purposes

of Johnson noise is not V
I

, but rather the differential resistance dV
dI

.

4.1.2 Shot noise

As stated above, shot noise is a result of the discrete nature of charge carriers. One

way to describe the electronic transport through a tunnel barrier is by the average

current < I >. This doesn’t fully capture the character of the current, however,

because the arrival times of the individual carriers cannot be determined from the

average current. Instead, different numbers of carriers arrive and cross the barrier in

different time intervals. Assuming that the arrival times of the electrons are random

(i.e. governed by a Poisson distribution), this leads to a fluctuation proportional to

the amplitude of the current:

SI = 2eI (4.7)

It should be noted that this expression is valid only in tunneling barriers with a low

transmission probability. In the context of atomic-scale constrictions, the math gets

more complicated. Consider the case of a single perfectly-conducting channel — for

example, a single-atom constriction in a gold nanowire. The Pauli exclusion principle

dictates that the arrival times of the electrons in such a system will be evenly spaced
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in time, which minimizes the current fluctuations. Poissonian statistics no longer

describe that system, and so the shot noise differs from the classical prediction. In the

case of a mesoscopic system at zero temperature consisting of several channels, each

with transmission coefficient Tn, the Landauer formalism gives the total conductance

G =
2e2

h

∑
n

Tn (4.8)

and the shot noise is given by the Büttiker formula

SI = 2eV (
2e2

h
)
∑
n

Tn(1− Tn). (4.9)

At finite temperature, things get more complicated, in that the Johnson noise and

shot noise interact [64]:

SI = 4kT (2e2/h)
∑
i

T 2
i + 2eV (2e2/h)coth(eV/2kT )

∑
i

Ti(1− Ti). (4.10)

Fortunately, at low temperatures and high bias, this reduces to the familiar Schottky

result.

Another interesting case to consider is a situation in which the electrons are pos-

itively correlated with each other. For example, in the BCS theory of superconduc-

tivity, electrons form Cooper pairs, quasiparticles with a charge of 2e. It is, then,

perhaps unsurprising that the shot noise in a superconducting-normal tunnel junc-

tion is twice the Poissonian result [65]; we see that a primary determinant of the

magnitude of shot noise is the effective charge of the carrier, rather than the funda-

mental electric charge e. It is convenient to define the Fano factor F as the ratio
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Figure 4.2 : Graphical representation of three cases for shot noise. (a) Carriers are
anticorrelated in time; F << 1. (b) Carriers are uncorrelated in time; F = 1. (c).
Carriers are positively correlated in time; F = 2

between the observed shot noise and the Poissonian figure. Figure 4.2 graphically

represents the cases of suppressed, Poissonian, and enhanced shot noise.

In the case of a single-molecule transistor, it is of particular interest to study

shot noise in the Kondo regime. The Kondo effect is a case of strongly correlated

electron physics. It requires a quantum dot with an unpaired spin, coupled to source

and drain electrodes with many free spins. In the single-molecule case, a singly

occupied d orbital may lie below the Fermi level of the source and drain leads. While
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the on-site repulsion may classically forbid double occupation of the atomic orbital,

it is nevertheless possible to form a virtual state in which a second electron, with

spin opposite the first, tunnels onto the dot from the source electrode. The first

electron may then tunnel out onto the drain electrode, restoring the system to an

energetically favorable state, but with the unpaired spin opposite that of the original

state. Phenomenologically, this is manifested as a temperature-dependent enhanced

molecular conductance at zero bias in dc measurements, but the required correlations

between the electrons have also led to theoretical predictions of enhanced shot noise

in these systems [66–68].

Another situation which may yield enhanced shot noise is Franck-Condon block-

ade, which occurs in molecules with strong electronic-vibrational coupling and long

vibrational relaxation times. In the blockaded regime, electron transport is expected

to be avalanchelike, with large bunches of electrons crossing the molecule only when a

phonon is excited. Once the first electron crosses the molecule via vibration-assisted

tunneling, the energetics are such that a transition to a higher vibrational energy state

becomes increasingly likely; this repeats with each phonon excited on the molecule,

leading to electrons transiting the molecule in large bunches. A Monte Carlo simula-

tion with reasonable parameters can yield Fano factors of over 1000 in this case [69].

One goal of this experimental program is to test these predictions.
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4.2 Experimental considerations for shot noise measurement

Shot noise can be a very difficult signal to measure effectively, as it is a small,

frequency-independent signal. There have been several experimental efforts to mea-

sure shot noise in quantum dots, and they fall into three categories. In the first, the

current through a quantum dot is modulated at audio frequency, the resulting radio-

frequency noise is passed through a bandpass filter, to define a known noise bandwidth

for a measurement, and then the total noise power over that band is detected via a

lock-in technique(see Fig. 4.3). The total power can then be divided by the equiv-

alent noise bandwidth to determine the power spectral density, and the Fano factor

can be obtained from that figure. While this is probably the most straightforward

possible measurement technique, and it has the advantage of rejecting any constant

interfering signals, such as Johnson noise, it loses any information about the spectrum

of the noise — one must assume that the input is frequency-independent. A second

measurement technique involves a tank circuit adjacent to a quantum dot, feeding a

transconductance amplifier at frequencies around 1-2 MHz [64, 70]. A pair of inde-

pendent cryogenic amplifiers is then placed in close proximity to the tank, in order to

minimize losses in the transmission line; a further amplification stage conditions the

signal at room temperature; and the signal can be digitized and cross-correlated to

suppress amplifier noise (see Fig. 4.4). Finally, the time series is Fourier transformed

to extract a frequency spectrum. A model of the tank circuit is then used to calcu-

late the equivalent white noise power spectral density. The primary advantage of this



49

Figure 4.3 : Block diagram of a scheme for measuring shot noise at high frequencies
via lock-in technique.
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sistor !HEMT" operating at 4.2 K converts these voltage
fluctuations into current fluctuations in a 50 ! coaxial line
extending from 4.2 K to room temperature. A 50 ! amplifier
with 60 dB of gain completes the amplification chain. The
resulting signals V1 and V2 are simultaneously sampled at
10 MS/s by a two-channel digitizer !National Instruments
PCI-5122" in a 3.4 GHz PC !Dell Optiplex GX280". The
computer takes the FFT of each signal and computes the
power spectral density of each channel and the cross spectral
density.

III. AMPLIFIER

A. Design objectives

A number of objectives have guided the design of the
amplification lines. These include !1" low amplifier input-
referred voltage noise and current noise, !2" simultaneous
measurement of both noise at megahertz and transport near
dc, !3" low thermal load, !4" small size, allowing two ampli-
fication lines within the 52 mm bore cryostat, !5" maximum
use of commercial components, and !6" compatibility with
high magnetic fields.

B. Overview of circuit

Each amplification line consists of four circuit boards
interconnected by coaxial cable, as shown in the circuit sche-

matic in Fig. 2!a". Three of the boards are located inside the
3He cryostat. The resonant circuit board #labeled RES in Fig.
2!a"$ is mounted on the sample holder at the end of the
30 cm long coldfinger that extends from the 3He pot to the
center of the superconducting solenoid. The heat-sink board
!SINK" anchored to the 3He pot is a meandering line that
thermalizes the inner conductor of the coaxial cable. The
CRYOAMP board at the 4.2 K plate contains the only active
element operating cryogenically, an Agilent ATF-34143
HEMT. The four-way SPLITTER board operating at room
temperature separates low- and high-frequency signals and
biases the HEMT. Each line amplifies in two frequency
ranges, a low-frequency range below %3 kHz and a high-
frequency range around 2 MHz.

The low-frequency equivalent circuit is shown in Fig.
3!a": a resistor !R1=5 k!" to ground, shunted by a capacitor
!C1=10 nF", converts an input current i to a voltage on the
HEMT gate. The HEMT amplifies this gate voltage by %
−5 V/V on its drain, which connects to a room temperature
voltage amplifier at the low-frequency port of the SPLITTER
board. The low-frequency voltage amplifier !Stanford Re-
search Systems model SR560" is operated in single-ended
mode with ac coupling, 100 V/V gain and bandpass filtering
!30 Hz to 10 kHz". The bandwidth in this low-frequency re-
gime is set by the input time constant.

The high-frequency equivalent circuit is shown in Fig.
3!b". The inductor L1=66 "H dominates over C1 and forms
a parallel RLC tank with R1 and the capacitance C%96 pF
of the coaxial line connecting to the CRYOAMP board. Re-
sistor R4 is shunted by C2 to enhance the transconductance at
the CRYOAMP board. The coaxial line extending from
4.2 K to room temperature is terminated on both sides by
50 !. At room temperature, the signal passes through the
high-frequency port of the SPLITTER board to a 50 ! am-
plifier !MITEQ AU-1447" with a gain of 60 dB and a noise
temperature of 100 K in the range of 0.01−200 MHz.

FIG. 2. !a" Schematic diagram of each amplification
line. Values of all passive components are listed in the
accompanying table. Transistor Q1 is an Agilent ATF-
34143 HEMT. !b" Layout of the CRYOAMP circuit
board. Metal !black regions" is patterned by etching of
thermally evaporated Cr/Au on sapphire substrate. !c"
Photograph of a CRYOAMP board. The scale bar ap-
plies to both !b" and !c".

FIG. 1. Block diagram of the two-channel noise detection system, config-
ured to measure the power spectral densities and cross spectral density of
current fluctuations in a multiterminal electronic device.

073906-2 DiCarlo et al. Rev. Sci. Instrum. 77, 073906 !2006"

Downloaded 21 Sep 2009 to 128.42.158.205. Redistribution subject to AIP license or copyright; see http://rsi.aip.org/rsi/copyright.jsp

Figure 4.4 : An experimental setup for measuring cross-correlated current noise
around 1 MHz (adapted from [70]).

technique is that low-noise amplifiers based on 2-d electron gases in gallium arsenide

are commercially available and capable of operation at low temperatures. However,

it is necessary to have a cryostat capable of accommodating a cryogenic amplifier,

as well as high-speed digitizing hardware; these are not necessarily available in every

lab.

The technique employed for this investigation is somewhat analogous to that of

[70], but due to hardware constraints, we carry out the entire measurement in the

DC-100 kHz band. A metallic constriction or single-molecule transistor is fabricated

by electromigration, and the noise voltage across the device is measured by a set of

independent, matched low-frequency amplifiers. The resulting amplified signals can

then be cross-correlated to eliminate the amplifier noise, and Fourier transformed to

extract a frequency spectrum. A bias current can be applied by way of a cold resistor

(see Fig. 4.5). The advantage of this technique is that it leverages our hardware and

experience with near-DC measurement techniques; additionally, at the relatively low

frequencies used in this experiment, signal attenuation in the cabling is less of an
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Cross-correlate
and FFT

Keithley 2400
(as voltage source)

50!
100M

50!

50!

4.2 K

Figure 4.5 : Scheme for cross-correlated noise measurements at low frequency

issue than it would be at RF.

Our first measurements using this setup were carried out in a variable-temperature

cryostat from Quantum Design. Unfortunately, this cryostat is poorly suited to the

sort of high-throughput testing necessitated by our relatively low-yield fabrication

techniques, and the electrical design is far from optimal for low-noise measurements.

We have had better luck with a cryogenic four-probe station from attocube systems.

The movable-probe design is ideal for contacting and measuring large numbers of
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Figure 4.6 : Low-frequency noise spectra of an electromigrated device at 10 K and
zero bias, at several different resistances. Note the large number of peaks extrinsic to
the device, as well as the appearance of 1/f -like noise at higher resistances.

devices, and the internal signal paths consist entirely of 50Ω coaxial cable, which is

a great help for noise reduction. Still, there are considerable technical impediments

to the collection of high-quality data in this system. Multiple harmonics of 60 Hz

and, oddly, 48 Hz, are evident in the low-frequency data (see Fig. 4.6), while at-

tenuation in the cabling inhibits high-frequency data collection from high-impedance

devices. A further issue is the impedance and noise characteristics of the input stages

of the amplifiers. Initially, we used amplifiers optimized for low voltage noise, with
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correspondingly low input impedances and high current noise. As it turns out, these

designs were optimized for devices with output impedances ∼ 1 kΩ — far from even

the most highly conducting single-molecule devices. Eventually, we determined that

no commercial amplifier met our requirements of low current noise and high input

impedance, and so it became necessary to build custom voltage amplifiers. These am-

plifiers are designed to have variable gain from 100 to 104, and details of their design,

construction and characterization are in appendix C. Surprisingly, the transition to

completely battery-powered amplifiers did not eliminate the harmonics of 60 Hz, but

the high-impedance amplifiers did facilitate the acquisition of fairly clean noise data

at higher frequencies. The initial test of the new amplifiers was the collection of John-

son noise. Fig. 4.7 shows noise spectra for a 13 kΩ device, as well as fits to a low-pass

filter function characteristic of the cabling in our cryostat. Fig. 4.8 shows the tem-

perature dependence of the fitted noise power, as well as the value for Boltzmann’s

constant (= 1.34×10−23 J
K

) extracted from these fits. These figures demonstrate that

the noise floor of our entire system, with cross-correlation in place, is significantly

lower than the ∼ 10 nV√
hZ

voltage noise of our amplifiers. This in turn demonstrates

that amplifier noise suppression via the cross-correlation technique is effective in our

system, and that we can expect to see shot noise in appropriate devices.

The goal of this experimental program, of course, is to measure shot noise in

single molecules, both in and out of the Kondo regime, and to thereby verify or

falsify the theoretical predictions of an enhanced Fano factor for the Kondo conduction
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Figure 4.7 : Johnson noise of a 13 kΩ electromigrated device, and least-squares fits
to the low-pass filter characteristic of our system
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process. To that end, we have measured data on the current dependence of one device

incorporating a highly-conjugated tetragonal cobalt complex. This molecule has been

shown to exhibit the Kondo effect in previous experiments. This device was broken

to a zero-bias resistance of ∼ 100 kΩ and biased with a room-temperature voltage

source and a 100 MΩ cryogenic resistor. The raw data, some of which are shown in

Fig. 4.9, show that, while Johnson noise is certainly present at zero bias, there is a

strong bias-dependent component to the noise. While the functional forms of these

noise spectra are complicated, and not amenable to fitting without an outlandish

number of parameters, it is possible to look at the noise power averaged over a finite

bandwidth (Figs. 4.10 and 4.11). This shows a clear trend towards greater noise at

higher bias currents, and it is likely that, with higher-quality data and further testing,

a Fano factor for this type of device could be determined.

4.3 Outlook and conclusions

In conclusion, this chapter seeks to elucidate some of the technical challenges inherent

in single-molecule shot noise measurements, and to point out some possible pathways

towards a solution to these challenges. It is clear that high-input-impedance voltage

amplifiers will be critical to any successful effort to make further noise measurements

on single-molecule devices. While signal attenuation in the cabling remains a signif-

icant issue, there are some ways to ameliorate this problem. The most obvious of

these is to shorten the cabling, but that is not always possible, given the demands
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Figure 4.9 : Noise power spectra for a 100 KΩ device at several values of bias current.
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spectra.
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Figure 4.10 : Average noise power vs. bias in the band from 10 to 18 kHz.
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Figure 4.11 : Average noise power vs. bias in the band from 22 to 35 kHz.
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of cryogenic operation. Another possibility is to employ cryogenic amplifiers, which

can easily be placed in close proximity to the signal source. Unfortunately, silicon,

which is the basis for all current low-frequency amplifiers, is unsuitable for cryogenic

operation, as the carriers tend to freeze out below about 30 K. Gallium arsenide is a

viable material for cryogenic semiconductor devices, but all commercial GaAs devices

are designed for high-frequency operation, and therefore suffer from large 1/f noise in

the band relevant to this experiment. Fortunately, researchers on the Gravity Probe

B experiment have demonstrated that at least one legacy GaAs device, the NE41137

MESFET, is suitable for cryogenic operation at low frequency [71–73]. We have ac-

quired several of these transistors, and the obvious next step is to build cryogenic

amplifiers based on these devices for low-frequency noise measurements. A possible

schematic for such an amplifier is shown in Fig. 4.12. With cryogenic amplifiers, it is

possible to shorten the cabling to the first amplification stage by a factor of ∼ 20, and

thereby avoid much of the attenuation attendant to high-impedance signals. Even

considering the relatively low gain available in a simple common-source amplifier, the

input-referred voltage noise is extremely low at cryogenic temperatures, and therefore

this could be a highly effective way to eliminate much of the unwanted interference

seen in this system.
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Figure 4.12 : Common-source cryogenic amplifier design utilizing the NE41137 MES-
FET
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Appendix A

Fabrication Recipes

In general, the patterning referenced herein is carried out by e-beam lithography (LEO

S440 or JEOL JSM-6500 scanning electron microscope, in conjunction with the JC

Nabity Nanometer Pattern Generation System [74]). Metallic films are deposited via

e-beam evaporation in a system with a base pressure ∼ 10−7 mB (Edwards AUTO

400).

A.1 Nickel Nanocontacts for Magnetoresistance Measurements

Devices are fabricated on test-grade p+ silicon wafers with 200 nm thermal oxide

(Montco Silicon). Wafer pieces are cleaned with acetone and rinsed with isopropanol,

followed by O2 plasma to remove organic residues. A film of poly(methyl methacry-

late) with an average molecular weight of 950 kDa (PMMA-950) is then deposited

from a 4% solution in chlorobenzene by spin coating at 3000 RPM for 40 s. The

wafers are baked on a hot plate at 165 C for 1 hour. Following this bake, the nickel

structures are patterned by SEM and developed with a mixture consisting of 1 part

methyl isobutyl ketone (MIBK) and 3 parts isopropanol for 20 s, followed by a rinse

in pure isopropanol and drying with clean nitrogen. The wafers are exposed to UV

irradiation and ozone for 5 minutes to clean the exposed silicon surface. A 20 nm
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thick Ni film is deposited by e-beam evaporation at a rate of 2 Å/s, and the remaining

resist is lifted off with an acetone wash followed by an isopropanol rinse. The wafers

are then cleaned with an Ar plasma to remove polymer residues from the surface.

A second film of PMMA with an average molecular weight of 495 kDa (PMMA-

495) is then deposited from a 4% solution in anisole by spin coating at 3000 RPM

for 40 s. This is followed by a 1-hour bake at 165 C in a reducing environment

consisting of 10% hydrogen and 90% helium. Gold contact pads are then defined

by SEM and developed for 40 s in a 1:3 mixture of MIBK and isopropanol, rinsed

with pure isopropanol, and dried with clean nitrogen. The Ni surfaces are cleaned

in a high-vacuum environment by sputtering with 500-eV Ar ions at a current of 10

mA for 60 s to facilitate good electrical contact to the leads. Leads are formed by

evaporation of 1 nm Ti at 1 Å/s, followed by 30 nm Au at 2 Å/s. Lift-off of the

remaining resist proceeds as before with acetone followed by an isopropanol rinse,

drying with clean N2, and Ar plasma.

A.2 Single-molecule Transistors for Transport and Noise Mea-

surements

As above, devices are fabricated on test-grade p+ silicon wafers with 200 nm thermal

oxide. Wafer pieces are cleaned with acetone, rinsed with isopropanol, and dried with

clean dry N2, followed by O2 plasma cleaning to remove organic residues. PMMA-

495 is deposited from a 4% solution in anisole, spun at 3000 RPM for 40 s to form a
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thin layer, and baked at 165 C for 1 hour. The wafers are then patterned by SEM,

developed for 20 s with a 1:4 mixture of MIBK and isopropanol, rinsed in isopropanol,

and dried with clean N2 gas. Wafers are exposed to UV irradiation and ozone for

5 minutes to clean the exposed silicon surface. 1 nm of Ti is deposited by e-beam

evaporation at 1 Å/s, followed by 15 nm of Au at 2 Å/s. The wafers are washed in

acetone to lift off the resist and undesired metal, rinsed in isopropanol, and dried with

N2 gas, followed by O2 plasma to remove any resist residue. This may be followed by

deposition of a self-assembled monolayer of molecules.

A.2.1 Alkanethiol Assembly

Alkanethiols used in control experiments include octanethiol (C8H17SH), decanethiol

(C10H21SH) and dodecanethiol (C12H25SH). The self-assembly process is substantially

the same for each of these molecules. A 1 mM solution of alkanethiol is prepared

in ethanol. Clean, patterned, metallized chips are added to the solution, and self-

assembly is carried out in a closed container in the dark for 48 hours. Samples are

then rinsed well with isopropanol, dried with nitrogen, and measured in a vacuum

cryostat.

A.2.2 BPDN Assembly

A monolayer film of Bipyridyl-dinitro oligo(phenylene ethynylene) dithiol (BPDN-

DT) is assembled onto the gold surface as follows: A 0.2 mM solution of acetate-

protected BPDN-DT is prepared in a 1:1 mixture of THF and ethanol. Dry nitrogen
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gas is bubbled through this solution for 20 minutes to displace dissolved oxygen.

Approximately 10 µL of ammonium hydroxide is added to deprotect the thiol moieties

[55], and self-assembly is carried out in a closed container in the dark for 48 hours.

Samples are then rinsed well with isopropanol, dried with nitrogen, and measured in

a vacuum cryostat.

A.2.3 Transition Metal Complex Assembly

A 0.2 mM solution of transition metal complex [75] is prepared in nitrogen-purged

THF. Self-assembly is carried out in a closed container in the dark for 48 hours.

Samples are then rinsed well with isopropanol, dried with nitrogen, and measured in

a vacuum cryostat.
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Appendix B

Usage Guide for the attoCPSx4 Cryogenic Probe

Station

B.1 Preface and Precautions

The attoCPSx4 cryogenic probe station is a versatile instrument, capable of making

electronic measurements at temperatures as low as 1.4 K and magnetic fields up to 12

T. The heart of the attocube system is the four stacks of piezoelectric nanopositioners

located around the sample stage. Each stack bears an electrical probe with signal

and ground connections, and can address a sample space approx. 5 mm square.

In the course of operations on this system, it is often necessary to handle parts of

the instrument near the positioner stacks. Exercise extreme caution when handling

the stacks – while the piezoelectric actuators can handle significant axial forces, any

significant transverse force can crack the crystals and destroy the positioners. This

fragility is compounded by the fact that when a positioner is extended, there is a

relatively long lever arm for any forces exerted transverse to the axis of motion.

When preparing to attach or detach the piezo stacks from the microscope stick,

the stick can be connected to its stand and placed upright on the counter. A stack

can be held in place by its base while it is being screwed down (or unscrewed). When
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unscrewing the circuit board material on top of a stack that holds the probe tips, the

stack can be held by its topmost piece. Ideally, do not detach or re-attach the probe

tips while the stacks are connected to the microscope stick.

This system requires liquid cryogens for low-temperature operation. As always,

precautions for the safe handling of liquid cryogens should be observed during any

transfer of liquid nitrogen or helium. Be sure that the room is well-ventilated, and

wear appropriate PPE, including gloves and face shield.

The superconducting magnet in this system is basically a giant inductor. Remem-

ber Lenz’s Law, and don’t touch the magnet leads while the magnet is charged. In

the event of a power failure, remember that the magnet is still on.

B.2 Loading and Unloading Samples

Samples are mounted on a copper stage which screws into the bottom of the micro-

scope stick. Generally, it is necessary to detach the sample heater and temperature

sensor leads before the stage can be removed. The current best practice for securing

a sample is to mount it on a small piece of Kimwipe with a dab of Apiezon N grease.

The Kimwipe electrically isolates the silicon from the stage, and the N grease provides

enhanced thermal contact. After making sure that the chip is level, centered, and

oriented properly, the stage can be put back into place and secured with two titanium

screws.
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B.3 Adjusting Optics and Inserting the Microscope Stick

After the chip is mounted, it is always a good idea to check its orientation through

the microscope optics. A view of the sample is provided by a camera mounted atop

the microscope stick, by way of a series of lenses in the tube. The lenses internal

to the microscope stick are fixed and should not require adjustment. There is one

lens between the top of the stick and the camera; this provides some level of zoom

adjustment. Lowering the lens will magnify the image at the camera. After adjusting

the zoom lens, the camera should be moved to restore focus. It may take several

iterations to obtain a good image. Once you have acquired a satisfactory image, load

the microscope stick into the stainless steel tube and check it again. You will never

be sorry that you checked this — it takes a couple of minutes and can save you hours

of warming, venting, and re-pumping the stick.

If a satisfactory image cannot be obtained once the sample is in the tube, there are

a few possible reasons, with attendant remedies. Most likely, the sample is not lying

completely flat on the stage. As silicon chips are highly polished, the strong tendency

is towards specular reflection. If the chip is not facing directly up the tube, most of

the light will be scattered to the sides of the tube instead of being collected by the

lens system. The second most likely possibility is that the optics path is obstructed.

Teflon tape is used to secure wires away from the optical path, but sometimes the

tape starts to unwind and fall towards the center of the stick. If you suspect that

this is the problem, remove the stick from the tube and verify that all of the tape is
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Figure B.1 : Photo showing proper placement of the infrared LED in the attocube
probe station

in place. A third possibility is that the infrared LED, used to illuminate the sample,

has been moved from its position or has failed to turn on. The placement of the

LED is somewhat tricky, and may take some trial and error. Refer to Fig. B.1 for an

approximate location.

Once a good optical path has been verified with the microscope stick in its stainless

steel tube, it is time to evacuate the tube. Attach the turbo pump cart, make sure

that all the valves are open, and start the pump. Once the pressure reads ∼ 2× 10−5



70

mB, close the solenoid valve and the valve at the top of the microscope stick. Purge

the line from the helium cylinder with helium gas and attach it to the barbed fitting

on the pump cart. Allow a small amount of helium gas in for thermal exchange – as a

rule, I use about 6-7 inches of the tube filled with gas at 2 PSI. If you allow too much

gas into the line, reopen the solenoid valve and pump the line back out. Be aware

that this may take some time, as turbomolecular pumps are notoriously inefficient at

removing helium gas. Once you have a satisfactory amount of gas in the line, keep

the solenoid valve closed and open the valve at the top of the microscope stick to

admit the gas. After the exchange gas has entered the microscope stick, close the

valve at the top of the microscope stick again. You are now ready to insert the stick

into the cryostat.

Close the line connecting the mechanical pump to the VTI space, connect a purged

helium line to the barbed fitting atop the VTI, and flood the VTI with helium gas at

about 2 PSI. The relief valve near the top of the VTI should pop to indicate that the

VTI is at positive pressure. Remove the stainless cap from the compression fitting

at the top of the VTI and slowly but steadily insert the stainless tube containing

the microscope stick. Once the stick is fully inserted, cut off the helium supply and

tighten the compression fitting well. Finally, open the valve to the mechanical pump

to evacuate the VTI space and provide cooling power.
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Figure B.2 : Photo of the top of the attocube dewar, with port numbers for reference

B.4 Cooling the sample and general operation

When starting with a warm cryostat the first step is to fill the bath space with liquid

nitrogen (LN). Fig. B.2 shows a view of the top of the attocube’s dewar from above;

refer to this figure for port numbering.

Use a hose to connect the liquid port on a nitrogen dewar to the long, straight

stainless steel tube. Note that there are 4 notches in the bottom end of this tube.

The tube should be inserted into the cryostat through liquid port number 1 on the
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cryostat. This port allows a tube to extend all the way to the bottom of the cryostat.

Insert the tube until it hits the bottom of the cryostat and then lift it back up a few

inches. This stainless steel tube can be used with a 3/4” to 5/8” brass adapter piece.

When the tube is lifted up off the bottom of the cryostat, the compression seal of the

adapter can be tightened to hold the tube in place. With the tube in place open the

liquid valve on the nitrogen dewar. Make sure that the vent port to the cryostat bath

space is uncovered.

It is vital to ensure that the needle valve does not become blocked or frozen. While

the mechanical pump is pumping on the VTI space the needle valve is shut. During

the filling process, periodically open the needle valve (this demonstrates that it is not

frozen), and check that the reading on the pressure gauge goes up (this demonstrates

that the passage is not blocked). The needle valve can be closed again after a few

seconds. The critical times to check this are when the cryostat is being cooled and

when the liquid level is below the needle valve. Once the liquid level is above the

needle valve, it can be left shut for the time being.

The cryostat must be filled with LN at least until the magnetic is covered. Cus-

tomarily, we fill with LN to a level about an inch above the top plate of the magnet;

nitrogen is cheap, so it doesn’t hurt to use more. To check the LN level during the

filling process, remove the cap of liquid port number 2, which is adjacent to (and

appears identical to) port number 1. This port has a path that only extends down

to the magnet plate. Insert into this port the long black plastic rod until it hits the
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top of the magnet plate. If the LN level is above the plate, one will be able to feel

the plastic rod being agitated by the boiling liquid. Hold the tube in place for a few

seconds before removing it and replacing the cap for port 2. Frost will quickly form

on the plastic rod up to the top of the liquid level indicating the amount of LN in

the cryostat. The filling process takes ∼ 30 min.

When the LN level is sufficient, close the liquid valve on the nitrogen dewar. One

can then either wait for the hose to unfreeze or use a heat gun to speed the process.

When the hose has unfrozen, remove the stainless steel tube and replace the cap of

liquid port number 1. The cryostat should be allowed to sit with the LN inside for

at least one hour - overnight is better.

To remove the LN, open port 1 and re-insert the stainless steel tube. This time the

tube should be in contact with the bottom of the cryostat. The compression fitting on

the adapter for the stainless steel tube must be tight to ensure a good seal. The tube

should still be connected to a hose which is attached to the liquid port of the nitrogen

dewar. While the liquid port of the nitrogen dewar is still closed, fully open the vent

valve of the nitrogen dewar. Wait until the pressure has reduced to atmosphere and

the nitrogen gas is no longer venting at a high rate (takes about 10 minutes).

Attach a barbed hose fitting to the large vent port of the cryostat bath space. This

may entail removing the large pressure relief valve. Attach a purged line of helium

gas to this fitting in order to apply pressure to the LN in the bath space (pressure

∼ 5 psi). Fully open the liquid port on the Nitrogen dewar. The LN in the cryostat
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will be forced back into the nitrogen dewar. This may take around 30 minutes.

When the bath space is empty (or nearly empty) of LN an audible change will

occur. As He gas is now flowing directly through the cryostat and into the dewar,

the associated sound becomes distinctly louder. Wait for another minute or so to

ensure that as much LN as possible is removed from the cryostat. During this time,

the amount of He gas left in the cylinder should clearly drop.

At this point close the helium gas valve. Close the vent port and the liquid port

on the nitrogen dewar. Slowly open the black valve connected via a Tee to the vent

port of the cryostat bath space in order to relieve over pressure in the cryostat. When

the hose has unfrozen remove the stainless steel tube and close the ports.

If the mechanical pump has been connected to the VTI, close the VTI valve and

back fill the VTI space with helium gas until the small over pressure relief valve pops.

Attach the mechanical pump to the bath space through the port normally used for

the bath space pressure relief valve. Making sure all other ports are closed, turn on

the mechanical pump and pump on the bath space for 45 - 60 minutes. Two things

will indicate that no liquid nitrogen remains in the belly of the dewar. First, the

pressure will start to fall dramatically. Second, the carbon resistor will start to warm

slightly — this indicates that the resistor is no longer being cooled by evaporating

nitrogen.

Once the liquid nitrogen is completely gone, attach a purged line of helium gas to

the barbed fitting on the adjacent port to the bath space. Turn off the mechanical
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pump and then slowly open the valve to allow helium gas into the bath space. An

audible change occurs when the bath space is completely back filled with gas. To

check the pressure, close the valve between the helium gas line and the bath space.

Remove the helium gas line and with a thumb partially over the barbed fitting, slowly

re-open the valve. If gas begins to blow out, you are ready to proceed. If your thumb

is sucked against the port opening, continue filling the dewar with helium. When the

bath space has been back filled with helium gas, re-connect the mechanical pump to

the VTI space and start it pumping again. Leave the primary vent port to the bath

space uncovered. Liquid helium (LHe) can now be added into the cryostat.

Place the liquid helium dewar halfway into the Faraday cage. Usually this means 2

wheels are inside the room and 2 wheels are outside. The port on the top of the dewar

should be outside of the room to allow headroom for the rigid portion of the transfer

stick. Attach a compression fitting with an adapter appropriate for the transfer tube

to the top of the helium dewar. If the bath space of the cryostat is above liquid

helium temperatures, make sure that the transfer tube extension piece is attached to

the end of the transfer tube that will be inserted into the cryostat.

Open the side gas port valve on the helium dewar to relieve internal pressure.

When the pressure has equilibrated, close this port valve and open the port on the

top of the dewar. Begin slowly inserting the transfer tube. The end of the transfer

tube that makes a right-angle is inserted into the storage dewar. The straight end is

inserted into the cryostat. Close the over pressure port valve on the helium dewar.
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When the tube is near the bottom of the dewar, bring the straight end of the tube

inside the Faraday cage, then pull the helium dewar fully inside the cage as well.

Bring the dewar close to the cryostat and make sure that the liquid port number 1 is

uncovered. Wait a few minutes for the gas blowing out of the transfer tube to cool

down and then insert this end into the cryostat. The tube should be inserted until it

hits the bottom of the bath space.

If the cryostat is being re-filled with liquid helium while the bath space is already

cold, it is very important to avoid inserting the transfer tube into the cryostat until

liquid begins coming out (i.e. until the inside of the transfer tube has cooled to liquid

helium temperature). This occurs when a jet of gas/liquid begins coming out of the

end of the tube. If the tube is inserted while relatively warm gas is coming out, you

will blow off a significant portion of the liquid remaining in the cryostat.

With the tube inserted and the bath space closer to liquid nitrogen temperatures,

the cryostat must cool down before liquid will begin to accumulate inside. Inserting

a warm transfer tube into a helium dewar will create a sufficient amount of pressure

to begin this cooling. As this pressure dies down, in order to assist this process, a

purged line of helium gas is connected to the gas port valve on the helium dewar with

a pressure of ∼ 1 psi. This port can be opened to allow additional pressure on the

liquid in the dewar.

While the liquid helium filling process is beginning, this is another critical time

to ensure that the needle valve does not become blocked or frozen. Just as before,
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while the mechanical pump is pumping on the VTI space the needle valve is shut.

While the bath space is cooling down toward 4 K, periodically open the needle valve

for a few seconds and check that the reading on the pressure gauge goes up. If the

pressure does not change at all, stop the filling process. The needle valve can be left

shut for the remainder of the filling process when the helium liquid level is above 16”

or so.

When the liquid helium reaches the desired level close the vent port on the dewar.

Then close the valve on the helium gas cylinder and remove the helium gas hose from

the gas port on the dewar. With the hose removed, open the gas port on the storage

dewar to relieve pressure and stop the filling process. Remove the straight end of the

transfer tube from the cryostat. Bring this end out of the Faraday cage, and then pull

the storage dewar outside of the cage (or halfway out). Now the end of the transfer

tube inside the dewar can be removed.

On the liquid helium dewar, close the gas port, close the top port, and open the

overpressure relief port. On the cryostat, attach the large overpressure relief valve to

the bath space port. Insert the microscope stick and vacuum tube, if they are not

already inside, according to the steps described above.

With the microscope stick inserted, cooling your sample down can be accomplished

by 2 methods. One can continue pumping on the VTI space with the mechanical

pump and open the needle valve by a small amount. Alternatively, one can begin by

closing the valve connected to the mechanical pump and then use a purged helium
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gas line to over pressure the VTI space. The valve the helium gas can be closed

again and the helium gas line should be removed. A length of hose a few feet long is

then attached to the port where the helium gas line is normally connected. Now the

needle valve should be opened by about 1 turn, and the valve on the port attached

to the hose can be opened. Helium gas (boil-off) should be coming out of the end of

this hose. Opening the needle valve more should increase the amount of gas coming

out and closing the needle valve should reduce it. The amount of gas exiting the

hose correlates to the rate at which the microscope stick is cooled down. The faster

the rate the more liquid helium is lost. When cooling over a period of 6-8 hours,

the needle valve should be approximately one half of a turn open. Listen to the gas

coming out of the hose. If it is sputtering, then the needle valve can be opened more.

This process will bring the VTI space and the sample temperature down to about 4.2

K.

B.5 Operation below 4.2 K

At atmospheric pressure, liquid helium boils at 4.2 K. The VTI, however, is capable

of reaching temperatures as low as 1.4-1.5 K under the right conditions. The boiling

point of helium decreases as the pressure above the helium is lowered. The simplest

way to achieve a low VTI temperature, then, is to run the needle valve wide open (1-

1.5 turns) until some amount of liquid accumulates in the annular space between the

VTI inside wall and the stainless tube enclosing the sample space. Closing the needle
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valve will cut off the supply of liquid from the main dewar, causing the pressure in

the annulus to drop and lowering the boiling point of the liquid inside. This method

achieves the lowest temperatures, but the liquid helium inside the annulus must be

replaced from time to time — you can only run for ∼ 30 minutes below 4.2 K.

In order to run for long periods of time at temperatures below 4.2 K, some fine

tuning of the gas flow is required. Starting with the system near 4.2 K, turn off all

heaters and open the needle valve a full turn for approximately 5 minutes. This will

allow some liquid to enter the annulus. Next, close the needle valve completely. The

temperature should drop to about 1.5 K. Monitor the temperature for a few minutes

until it starts to increase. When it does, open the needle valve slightly — between

1/4 and 1/3 turn should be sufficient to maintain the VTI temperature below 1.7 K

for an indefinite period of time. It’s a good idea to check the relation between valve

position and VTI temperature from time to time. Ceteris paribus, it is best to run

the VTI with the needle valve as close to the closed position as possible. This will

minimize helium consumption.

B.6 Removing the microscope stick

Close the needle valve if it has been open. Close the line connecting the mechanical

pump to the VTI space, connect a purged helium line to the barbed fitting atop the

VTI, and flood the VTI with helium gas at about 2 PSI, or until the relief valve

near the top of the VTI pops. Unscrew the compression fitting and steadily lift the
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stainless steel tube up and out. After securing the vacuum tube and microscope,

replace the stainless cap to close the VTI space and tighten the compression fitting.

If the cryostat is cold, close the valve allowing helium gas into the VTI and then

reopen the valve to the mechanical pump.

If the VTI space is very cold, it may be difficult to remove the stainless steel tube

from the cryostat. Often, the O-ring on the sliding seal will freeze to the walls of

the tube, preventing further movement. One way to reduce the chances that this will

occur is to partially warm the VTI before removing the stick. Set the VTI temperature

to 100 K, and wait several minutes while the sample temperature equilibrates near

that point. Once the VTI is reasonably warm, proceed as above — a steady rate of

withdrawal is still important to prevent sticking.

B.7 Magnet Operation

When using the 12 T magnet, great care must be taken to ensure that the rate at

which the field is ramp up or down does not exceed the specification written down on

the first page of the magnet manual. Turning on the power for the magnet creates

a rather large EMF, and so if the magnet is to be used, it is recommended that the

power be turned on before sample measurements begin. While the magnet is in use

make sure that you do not bump the cryostat. In the case of a quench, open the

Faraday cage door and open the door to the room. If possible, take off the pressure

relief valve for the bath space. The magnet can only be operated when the liquid
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helium level is above the top of the magnet. As a precaution, we only turn the field

on if the liquid level is above the magnet top plate, which is at around 16”.
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Appendix C

Low-noise voltage preamplifiers with extremely

high input impedance

Voltage measurements on high-impedance devices, such as tunnel junctions and single-

molecule transistors, present some interesting measurement challenges. In particular,

it is essential that the amplifier present as high an impedance as possible to the de-

vice, and bias current and current noise must be kept to a minimum. While many

commercial amplifier designs are optimized for low voltage noise, the input impedance

and current noise performance often leave a lot to be desired. With this in mind, we

have designed and constructed a matched pair of voltage preamplifiers using a JFET

input stage specified to provide an input impedace > 1 TΩ. These amplifiers are de-

signed to provide a high-impedance, low-noise measurement facility in the band used

in our single molecule noise measurements — DC to 100 kHz.

C.1 Architecture

Figure C.1 shows the schematic for the voltage amplifiers described here. The front

end of these amplifiers is a straightforward differential-input configuration employing

the Linear Technologies LT1169, a commercial FET input op-amp. The LT1169

is specified to provide input-referred voltage noise of less than 8 nV√
Hz

, current noise
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∼ 1 fA√
Hz

, and a differential impedance of 1013Ω [76]. A rotary switch is used to select

a gain of 10, 20, 50, or 100 in this stage. An ac coupling circuit after the front end

makes it possible for this amplifier to operate at maximum gain with dc biases as

large as 100 mV, and at reduced gain with dc biases up to 1 V. Given that energy

scales in single molecules are often of this order of magnitude, the ability to operate

with high biases is an essential facility for certain electron transport measurements

in single molecules. The placement of the ac coupling circuit after the input stage

enables us to retain a very high input impedance without risking saturation due to the

amplifier’s input bias current. The output stage consists of a commercially-available

instrumentation amplifier, the Texas Instruments INA128 [77], configured with a

selectable gain of 10 or 100. Noise and input impedance are secondary concerns for

the output stage: even a low-cost output amplifier will have a relatively small noise

contribution when referred to the input of the front end, and the input stage provides

a low-impedance output to drive the second stage. The output stage also provides

the ability to null any dc offset from the first stage.

Trimming potentiometers allow us to tune the gain at each stage, in order to

provide the best possible matching between amplifiers. This is important for the

cross-correlated noise measurement described in Section 4.2. The cross-correlation

can only suppress that portion of the noise which appears in only one channel or the

other, and if the amplifier noise on one channel is significantly larger than that on

the other, some of the amplifier noise will leak through to the measured spectrum.
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Figure C.1 : Schematic for the high-impedance voltage amplifier
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C.2 Performance

Input-referred voltage noise spectra for these amplifiers are shown in Figs. C.2 and

C.3. As expected, the overall input-referred voltage noise for these amplifiers is

slightly higher than that of the input stage, ∼ 12 nV√
Hz

, with the 1/f corner appearing

at 30 Hz. The increased level of white noise reflects the Johnson noise in the gain-

setting network. Gain and phase are shown as a function of frequency in Fig. C.4 and

subsequent figures. Particularly at the lower gain settings, we retain nearly-constant

gain and good phase characteristics through much of the band of interest.
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Figure C.2 : Input-referred voltage noise for the JFET-input amplifer with G = 100.
This spectrum shows the corner for 1/f noise at 30 Hz.
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Figure C.3 : Input-referred voltage noise for the JFET-input amplifer with G = 100.
This shows the overall noise spectrum from DC-100 kHz, verifying the expected figure
∼ 12 nV√

Hz
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Figure C.4 : Gain and phase as a function of frequency for the JFET-input amplifier,
measured via lock-in technique with a 100 µV excitation. Front-end gain is set at 10
and back-end gain is set at 10.
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Figure C.5 : Gain and phase as a function of frequency for the JFET-input amplifier,
measured via lock-in technique with a 100 µV excitation. Front-end gain is set at 10
and back-end gain is set at 100.
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Figure C.6 : Gain and phase as a function of frequency for the JFET-input amplifier,
measured via lock-in technique with a 100 µV excitation. Front-end gain is set at 20
and back-end gain is set at 10.
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Figure C.7 : Gain and phase as a function of frequency for the JFET-input amplifier,
measured via lock-in technique with a 100 µV excitation. Front-end gain is set at 20
and back-end gain is set at 100.
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Figure C.8 : Gain and phase as a function of frequency for the JFET-input amplifier,
measured via lock-in technique with a 100 µV excitation. Front-end gain is set at 50
and back-end gain is set at 10.
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Figure C.9 : Gain and phase as a function of frequency for the JFET-input amplifier,
measured via lock-in technique with a 100 µV excitation. Front-end gain is set at 50
and back-end gain is set at 100.
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Figure C.10 : Gain and phase as a function of frequency for the JFET-input amplifier,
measured via lock-in technique with a 100 µV excitation. Front-end gain is set at 100
and back-end gain is set at 10.
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Figure C.11 : Gain and phase as a function of frequency for the JFET-input amplifier,
measured via lock-in technique with a 100 µV excitation. Front-end gain is set at 100
and back-end gain is set at 100.
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C.3 Parts list

Designator Description

R1 100 Ω

R2 100 Ω

R3 470 Ω 0603

R4 1 kΩ 0603

R5 1 MΩ

R6 100 kΩ

R7 820 Ω 0603

R8 1 kΩ

R9 100 kΩ

R10 10 kΩ

R11 100 kΩ 0603

R12 10 kΩ 0603

R13 0.1 Ω 1206

R14 0.1 Ω 1206

C1 1 nF 1206

C2 47 uF

C3 1 uF 1206

C4 100 nF 1206

C5 100 nF 1206

D1 1N4001

D2 1N4001

D3 Schottky diode

D4 LED

D5 Schottky diode

Q1 ZXMN3A01F

Q2 ZXMN3A01F

Q3 2N7002

U1 DS2715
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R15 499 Ω 1210

R16 50 Ω trimmer

R17 4.99 kΩ1210

R18 499 Ω1210

R19 200 Ω trimmer

R20 20 k Ω 1210

R21 300 Ω 1210

R22 100 Ω 1210

R23 160 kΩ 1210

R24 10 Ω trimmer

R25 750 Ω 1210

R26 47 Ω 1210

R27 10 MΩ 1210

R28 50 Ω trimmer

R29 160 kΩ 1210

R30 1 kΩ 1210

R31 1 kΩ 1210

R32 200 Ω trimmer

R33 3.9 kΩ 1210

R34 470 Ω 1210

R35 200 Ω trimmer

R36 100 kΩ 1210

R37 20 kΩ 1210

R38 1.24 kΩ 1210

R39 1.24 kΩ 1210

C6 100 nF 1210

C7 100 nF 1210

C8 100 nF 1210

C9 1 µF 1210

C10 100 nF 1210
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C11 1 µF 1210

C12 100 nF 1210

C13 100 nF 1210

U2 LT1169

U3 INA128

U4 OP77

U5 REF200AU

U6 REF200AU

U7 REF200AU

U8 REF200AU

S1 SPDT switch

S2 DPDT switch

S3 1P4T rotary shorting switch

S4 SPDT switch

P1 2-Pin Header

P2 2-Pin Header

P3 2-Pin Header

P4 Right-angle BNC

P5 Right-angle BNC

P6 Right-angle BNC

P7 Right-angle BNC

P8 2-Pin Header

L1 47 uH
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