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Abstract

ELECTRON TRANSPORT IN FERROMAGNETIC NANOSTRUCTURES

by

Sungbae Lee

As the size of a physical system decreases toward the nanoscale, quantum mechanical

effects such as the discretization of energy levels and the interactions of the electronic

spins become readily observable. To understand what happens within submicrometer

scale samples is one of the goals of modern condensed matter physics. Electron transport

phenomena drew a lot of attention over the past two decades or so, not only because

quantum corrections to the classical transport theory, but also they allow us to probe

deeply into the microscopic nature of the system put to test. Although a significant

amount of research was done in the past and thus extended our understanding in this

field, most of these works were concentrated on simpler examples. Electron transport

in strongly correlated systems is still a field that needs to be explored more thoroughly.

In fact, experimental works that have been done so far to characterize coherence physics

in correlated systems such as ferromagnetic metals are far from conclusive. One reason

ferromagnetic samples draw such attention is that there exist correlations that lead to

excitations (e.g. spin waves, domain wall motions) not present in normal metals, and

these new environmental degrees of freedom can have profound effects on decoherence

processes. In this thesis, three different types of magnetic samples were examined: a band

ferromagnetism based metallic ferromagnet, permalloy, a III-V diluted ferromagnetic

semiconductor with ferromagnetism from a hole-mediated exchange interaction, and magnetite

nanocrystals and films.

The first observation of time-dependent universal conductance fluctuations (TD-

UCF) in permalloy is presented and our observations lead to three major conclusions.

First, the cooperon contribution to the conductance is suppressed in this material. This

is consistent with some theoretical expectations, and implies that weak localization will be

suppressed as well. Second, we see evidence that domain wall motion leads to enhanced

conductance fluctuations, demonstrating experimentally that domain walls can act as

coherent scatterers of electrons. Third, the temperature dependence of the fluctuations is



surprisingly strong, suggesting that the dominant decoherence mechanism in these wires

is different than that in similar normal metal nanostructures.

The first observation of TD-UCF in diluted magnetic semiconductors (DMS)

is also presented. In contrast to analogous measurements on permalloy samples, we

find a surprising suppression of TD-UCF noise in this material at low temperatures,

independent of field orientation. We believe this implies that the suppression is not due

to an orbital effect, and therefore some of the fluctuations originate with time-varying

magnetic disorder. The temperature dependence of the TD-UCF implies either an unusual

fluctuator spectrum or a nonstandard dephasing mechanism. Measurements of UCF as a

function of magnetic field allow an order of magnitude estimate of the coherence length

at 2 K of approximately 50 nm in this material.

The last samples examined were magnetite nanocrystals and films. Magnetite has

been used in technologies for millennia, from compasses to magnetoelectronic devices,

although its electronic structure has remained controversial for seven decades, with a

low temperature insulator and a high temperature “bad metal” separated by the Verwey

transition at 120 K. A new electrically driven insulator-metal transition below the Verwey

temperature in both magnetite films and nanocrystals was observed. The possibility that

this was a thermal effect was tested through various methods, and we have shown that

the transition is in fact truly electrically driven. This electrically driven transition also

showed a great deal of rigidity against external magnetic field and high gate voltages.
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Chapter 1

Introduction

Over the last century, understanding the electrical transport in normal metals has been

a major goal in condensed matter physics. Increasingly sophisticated models have been

refined. Many experiments were performed in order to understand quantum transport

phenomena as well as to check the validity of suggested theories. For roughly the last

twenty years, accompanied with the development of patterning and fabrication techniques,

tremendous progress has been made in this area of physics, especially for low dimensional

systems. However, unlike normal metals, relatively little experimental work has been done

to characterize electrical transport physics in correlated systems such as ferromagnetic

(FM) metals (even when compared to the superconducting system, another example of a

correlated system, the FM system is relatively unexplored).

The theoretical and experimental tools developed over the past twenty years with the

normal metal systems are, indeed, very powerful tools to understand electrical transport

and underlying mechanism of relevant physics. Under certain conditions, they can be

applied to FM systems.

Magnetism is a subject which has been studied for nearly three thousand years. Lode-

stones first attracted the attention of ancient scholars, and the navigational magnetic

compass was the first technological product resulting from this study. Although an early

form of compass was invented in China in the eleventh century, it was not until around

1600s that anything resembling a modern account of the working of the compass was

1
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proposed[3, 4]. Progress in the last two centuries has been more rapid, and major results

have emerged which connect magnetism with other physical phenomena. An understand-

ing of the relationship between magnetism and electricity, an inextricable link, began

in 1819 by Oersted’s accidental discovery. Maxwell’s careful derivation of a set of four

equations in 1860s led to electromagnetism. This link was further developed by Eistein’s

theory of relativity. And from this relativistic point of view, people started to understand

more about magnetism.

However, it is the magnetism in condensed matter systems, accompanied by quantum

mechanical understanding, including ferromagnets, spin glasses and low-dimensional sys-

tems, which is still of great interest today. Magnetic properties exhibited in macroscopic

scale are fundamentally different from those of so called “ordinary” materials. Mag-

netism can be understood as a correlated phenomenon, involving the mutual cooperation

of enormous numbers of particles on macroscopic length scales. Furthermore, the interest

in answering fundamental questions in these systems runs in parallel with the techno-

logical drive to find new materials for use as permanent magnets, electric and magnetic

sensors, or in information storing applications.

Magnetism is studied and developed with two principal aspects in mind. One is to en-

hance magnetic properties by finding new materials or adjusting composition of different

elements within compounds that give magnetic properties. The other is to understand

their electrical responses and electron transport through magnetic materials which have

a long range order not existing in normal materials. Since the discovery of Hall effect

in 1879 and the invention of various magnetometers (including vibrating sample magne-

tometer (VSM), torque magnetometer (SQUID (Superconducting QUantum Interference



3

Device) invented in 1964[5] is one of the most sensitive torque magnetometers), neutron

scattering, Mössbauer, etc.[3]), magnetic property measurements became relatively easy

to achieve. Thus, understanding of magnetic properties drastically improved. However,

fully understanding transport through magnetic materials, though potentially very inter-

esting because of the presence of an extra degree of freedom due to long range magnetic

ordering, remains very challenging.

This thesis details the results of our investigations of electrical transport through FM

nanostructures which include patterned metal nanowires, molecular beam epitaxy(MBE)

grown dilute magnetic semiconductor (DMS) films and magnetite(Fe3O4) films, and chem-

ically synthesized magnetite nanocrystals. Because of the variety of sample type and

geometry, measurement techniques varied widely, from a conventional resistance mea-

surement setup to a three terminal setup and modified bridge configuration.

Major topics which will be discussed in this thesis are divided into two categories.

First one is about electrical transport through FM wire structures[6, 7]. Nanowire sam-

ples were fabricated by using 1) permalloy (Py, Ni0.8Fe0.2) via standard electron beam

lithgraphy and electron beam evaporation and 2) dilute magnetic semiconductor (DMS)

films via electron beam lithography and ion beam etching. After the characterization of

the samples using conventional measurement techniques, the univeral conductance fluc-

tuations were measured for detailed analysis using a modified bridge scheme. The other

major topic is electrical transport through more restricted region such as nanocrystals

or nanogaps formed on film samples of a strongly correlated transition metal oxide[8].

The restricted geometry may exhibit quantum confinement, and a three terminal setup

is considered as an ideal tool for probing electron states of single nanoparticle in this
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configuration.

This thesis is organized as follows: General ideas of ferromagnetism are further dis-

ussed in this chapter including two main models of ferromagnetism. The anisotropic mag-

netoresistance seen with FM materials used in our experiments is also discussed. Two

other types of FM materials, dilute magnetic semiconductors and magnetite are intro-

duced at the end. Chapter 2 describes the general idea of quantum mechanical corrections

to electrical transport. This chapter is mainly focused on to understanding quantum me-

chanical correction of classical electron transport (mainly electrical noise including the

idea of noise power). Then the description of a quantum transport phenomenon called

universal conductance fluctuations (UCF) will follow. This includes a discussion of both

the magnetic field-dependent UCF (MF-UCF) as well as time-dependent UCF (TD-UCF)

and its external field dependence. Chapter 3 and 4 describe sample preparations, mea-

surement methods and results of experiment for nanowire samples including both metallic

nanowires and magnetic semiconductor wires, and for both nanocrystal and film mag-

netite samples, respectively. And chapter 5 summarizes the results and presents the

outlook.

1.1 Basics

One fundamental object in magnetism is the magnetic moment, ~µ. “Orbital” moments

arises from a microscopic current loop formed by the motion of one or more electrical

charges. This is also equivalent to a magnetic dipole, so called because it behaves analo-

gously to an electric dipole which simply consists of two opposite charges separated by a

small distance. Therefore it is possible to imagine a magnetic dipole as an object which
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consists of two magnetic monopoles of opposite magnetic polarity separated by a small

distance. Magnetic moments can also originate from spin, the intrinsic angular momen-

tum of a quantum particle. The electron magnetic moment is proportional to its spin via

the gyromagnetic ratio g and Bohr magneton µB:

~µ = gµB
~S. (1.1.1)

Due to the nature of these objects, a full acount require quantum mechanics includ-

ing quantization of angular momentum, matrix related algebra which requires operator

related calculations, and state mixing when any two objects are coupled together.

1.2 Exchange Interactions

It is necessary to think about interactions between electrons because these allow the

magnetic moments or spins in a solid to communicate with each other and produce the

long range order that makes magnetic materials unique.

Simplest form of interaction between electrons that can be considered is the dipole-

dipole interaction. Two magnetic moments µ1 and µ2 separated by r have an energy

equal to:

E =
µ0

4πr3

[
~µ1 · ~µ1 − 3

r2
(~µ1 · ~r)(~µ2 · ~r)

]
, (1.2.1)

which depends on their separation and their degree of mutual alignment. It can be easily

estimated that the magnitude of this effect for the case of two Bohr magnetons separated

by 1 Å is approximately 10−23 J which is equivalent to roughly 1 K in temperature. Since

many materials order magnetically at much higher temperatures (around 1000 K), the

magnetic dipole interaction is too weak to be playing a dominant role in those systems.



6

Another effect is called exchange interaction. Exchange interactions are at their root

nothing more than electrostatic interactions[9], arising because charges of the same sign

cost energy when they are close together and save energy when they are apart. Exchange,

however, is considered to be a main reason for a long range magnetic order. Origin of this

interactions lies deeply in the idea of quantum mechanics, which can simply be described

by Heisenberg model hamiltonian:

H = −
∑

i j

JijSi · Sj , (1.2.2)

where Jij is the exchange constant between i-th and j-th spins.

A simple example of this would be a system with two electrons under Coloumb poten-

tial, which have spatial coordinates ~r1 and ~r2 respectively. The spatial wave function for

this two-electron joint state can be written as a product of single electron states ψa(~r1)

and ψb(~r2) with a consideration of the exchange symmetry. This leads to symmetric ψS

and antisymmetric ψA spatial joint wavefunctions:

ψS ∼ ψa(~r1)ψb(~r2) + ψa(~r2)ψb(~r1),

ψA ∼ ψa(~r1)ψb(~r2) − ψa(~r2)ψb(~r1). (1.2.3)

For electrons the overall wavefunction must be antisymmetric so the spin part of the

wavefunction must either be an antisymmetric singlet state χS (S = 0) in the case of

a symmetric spatial state or a symmetric triplet state χT (S = 1) in the case of an

antisymmetric spatial state. Therefore the total wavefunction can be written as either
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singlet or triplet case:

ΨS ∼ ψSχS ,

ΨT ∼ ψAχT . (1.2.4)

And the energies of the two possible states are:

ES =
∫

Ψ∗
SĤΨSd~r1 d~r2, //ET =

∫
Ψ∗

T ĤΨT d~r1 d~r2. (1.2.5)

With the assumption that the spin parts of the wavefunctions are normalized, the differ-

ence between two energies is simply:

ES − ET =
∫

ψ∗a(~r1)ψ∗b (~r2)Hψa(~r2)ψb(~r1)d~r1d~r1, (1.2.6)

which is proportional to the exchange constant J . Because this is a matrix element

between two states that differ solely through the exchange of the coordinates of the two

electrons, the singlet-triplet energy difference is referred as an ‘exchange’ interaction.

Exchange interactions are divided into two categories: direct and indirect exchange. If

the electrons on neighboring magnetic atoms interact via an exchange interaction without

the need for an intermediary, this is known as direct exchange. Though this seems the

most obvious and simple for exchange interaction to take, the reality is rarely that simple.

Thus in many magnetic materials it is necessary to consider some kind of indirect exchange

interaction. Another reason for the indirect exchange is because some atoms contain

relatively localized d- and f-shell electrons. This allows to have large local moments but

since they are localized, interactions between them often need to be mediated.

There are several different types of indirect exchange interactions known depending

on the systems. For example, a number of ionic solids show magnetic ground states even
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when there seems to be no direct overlap between ions that exhibit magnetic moments

since those ions are usually far away from each other. The exchange mechanism that gov-

erns these type of materials is known as superexchange. In this case, magnetic moments

are exchanged via non-magnetic ions such as oxygens in MnO.

In metals the exchange interaction between magnetic ions can be mediated by the

conduction electrons. A localized magnetic moment spin-polarizes the conduction elec-

trons and this polarization in turn couples to a neighboring localized magnetic moment

that is away from the first magnetic moment. Again, there is no direct coupling be-

tween magnetic moments and this is called Ruderman-Kittel-Kasuya-Yosida (RKKY)

interaction[3, 10].

For some other metallic oxides, it is possible to have a ferromagnetic exchange inter-

action which occur because the magnetic ion can show mixed valency, that is it can exist

in more than one oxidation state. Some of the compounds containing Mn ions show this

type of behavior when Mn ion exhibits mixed oxidation states of 3 and 4. In this type of

materials double exchange mechanism is used to explain their ferromagnetic configura-

tion (Figure 1.1). Underlying idea for this interaction is that the electron hopping from

one type of oxidation state to neighboring other type of oxidation state is energetically

favorable but if this neighboring state has antialigned valence electrons’ spin to that of

previous state valence electrons, then due to Hund’s rule conduction (hopping) would not

occur. Thus the system ferromagnetically orders in order to save energy.

It is also possible for the spin-orbit interactions to play a role in a similar manner to

that of the oxygen atoms in superexchange. In this case, the excited state is not connected

with oxygen but is produced by the spin-orbit interaction in one of the magnetic ions.



9

eg

t2g

Mn3+ 3d4 Mn4+ 3d3
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Figure 1.1: Double exchange mechanism that gives ferromagnetic ordering between Mn3+

and Mn4+ ions participating in electron transfer. The electron hopping to the neighboring
ion is (a) favored if neighboring ions are ferromagnetically aligned and (b) not favored if
neighboring ions are antiferromagnetically aligned.

Then an exchange interaction takes place between the excited state of one ion and the

ground state of the other ion. This is known as anisotropic exchange interaction[3].

1.3 Magnetic Orders

Different types of interactions described above produce different types of magnetic ground

states such as ferromagnets, antiferromagnets, ferrimagnets, helical orders, spin glasses,

and nuclear ordering. A brief introduction of each type is given in this section, and some

more detailed discussions of ferromagnetism will be in the following section.

A ferromagnet has a spontaneous magnetization even in the absence of an applied

magnetic field, which means all the magnetic moments lie along a single direction. It is

generally due to exchange interactions with positive exchange constants (Jij > 0) to

ensure ferromagnetic alignment. The origin of spontaneous magnetization was explained

with Weiss model where the simple idea of mean field theory is adopted to Heisenberg
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(a) (b) (c)

(d)

Figure 1.2: Different types of magnetic orderings are illustrated: (a) ferromagnetism, (b)
antiferromagnetism, (c) ferrimagnetism, and (d) helical order.

model. The temperature scale related to ferromagnetic ordering is called the Curie tem-

perature, TC , above which the spontaneous magnetization vanishes; it separates the disor-

dered paramagnetic phase at T > TC from the ordered ferromagnetic phase at T < TC .

In case of iron, TC ≈ 1000 K. In fact, it is possible to establish an approximation further

by using mean field theory to link exchange constant J to the Curie temperature TC ,

which gives:

J =
3kBTC

2zS(S + 1)
, (1.3.1)

with z nearest neighbors. When S = 1, observed Curie temperature for iron,for example,

corresponds to J = 11.9 meV[10].

If the exchange constant Jij is negative, an alignment of nearest neighbor magnetic

moments becomes such that zero net magnetization becomes preferrable. This is the case

of antiferromagnetism. Very often this occurs in systems which have two interpenetrat-

ing sublattices with opposite direction of magnetic moments. So if the nearest neighbors
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of each magnetic moment on one sublattice come from the other sublattice, the system

exhibits antiferromagnetic ordering. The transition temperature for antiferromagnetic

ordering is known as Néel temperature, TN . Typically, materials that show nonmagnetic

atom mediated exchange interactions, i.e. superexchange interactions, exhibit antiferro-

magnetic ordering[10]. This is called G-type antiferromagnetism (e.g. MnO (TN = 116

K), MnS (160 K), FeO (198 K)) and also found in materials such as LaFeO3 and LaCrO3.

However, LaMnO3, is known to exhibit A-type ordering. This is due to structural defor-

mation causing alternating long and short Mn-O bonds within (100) planes. Thus, A-type

ordering shows in-plane ferromagnetic and out-of-plane antiferromagnetic ordering at the

same time[3].

Ferrimagnetic ordering occurs if a material shows non-equivalent magnetization from

two sublattices. Simply put, magnetizations from two sublattices are in opposite direc-

tions, but their sizes are not the same. Often times, ferrimagnets are confused with

ferromagnets because of the fact that their net magnetization is nonzero, so they be-

have somewhat similar to ferromagnets. However, because magnetization itself and its

temperature dependence on each sublattice are different, the net magnetization can have

quite complicated temperature dependence, and the Curie Weiss law is not applicable to

ferrimagnets. One type of material showing ferrimagnetic ordering is the ferrites, and

this will be discussed more in detail in Section 1.8.

Most ferrimagnets are electrically poor conductors compared to ferromagnets, which

are often metallic. Thus, ferrimagnets become useful in applications when a material with

a spontaneous magnetization is required to operate at high frequencies (e.g. transformers),

since the induced voltage will not be able to cause any significant eddy currents to flow
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unlike in metallic system.

In many rare earth metals, the crystal structure is such that the atoms lie in layers,

and thus ferromagnetic alignment ends up within the layers. When such aligned mag-

netic moments within different layers interact, they can form a helical order (also know

as helimagnetism) as described in Figure1.2 (d). Helical structures are found in many

magnetic systems, most famously in rare earth metals. The exchange interaction in rare

earth metals is an indirect RKKY interaction.

Another possible configuration with a form of magnetic order is when magnetic atoms

are sparsely populated in a non-magnetic lattice with dilute and random distribution.

Such system could undergoes a transition from a high temperature disordered state to

low temperature “frozen disorder” state against one’s intuition. Usually, in this case, the

lower temperature state is not completely ordered as any of previous examples. However,

it exhibits distinctly different behaviors from the high temperature disordered state. This

type of ordering is called spin glass. It usually exhibits a random, yet cooperative, freezing

of spins at a well defined temperature Tf (freezing temperature) below which a metastable

frozen state appears without the usual magnetic long-range ordering[3].

1.4 Ferromagnetism

Even though there exist more specific categories depending on their arrangement of lo-

cal magnetic moments within and their response to external magnetic field, magnetic

material, when mentioned, largely referred to ferromagnetic material and magnetism

to ferromagnetism in many contexts. And because electron transport in ferromagnetic

nanostructure is the focus of this investigation, ferromagnetism is discussed further in
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detail to give some idea how different types of ferromagnets used in our investigations are

generally described based on these references: [11, 10, 12, 3, 13]. For instance, permal-

loy which was used to investigate electron transport in ferromagnetic nanowire contains

nickel and iron. Nickel and iron both belong to the 3d transition metals whose magnetism

mainly originates from the spins of the electrons in the 3d band[14]. These electrons are

not localized but jump from atom to atom. This gives this type of ferromagnetism its

name: itinerant electron magnetism[11].

The models for magnetic moments in a ferromagnet can be subdivided into two cat-

egories: 1) relatively isolated magnetic moments, applicable to the f-electrons in rare

earth ferromagnets, 2) delocalized moments or band ferromagnetism, which describe

weakly ferromagnetic materials. However, most ferromagnets are classified as intermedi-

ate situations[11], which is also the case for itinerant electron magnetism. Over the years,

a substantial part of the research in magnetism has been devoted to the unification of

these two limits into a general theory.

1.4.1 Isolated Magnetic Moments

Langevin assumed that a paramagnet consists of local magnetic moments or spins whose

spatial directions follow a Boltzmann probability density function: exp(−U/kBT ), with

the potential energy U equal to −µ0 ~µB · ~HEXT and with ~HEXT an external magnetic

field[12]. For ferromagnets Weiss modified this concept by adding an uniform internal

magnetic field HINT to the external field. Weiss assumed that this field is proportional

to the magnetization, HINT = w MS with w the Weiss factor.

Brillouin modified the Langevin concept for paramagnets by taking into account that a
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magnetic moment cannot rotate freely and that its expectation value is spatially quantized

within an atom. The component of an electron spin along a field direction can only take

on two values: parallel or anti-parallel to the local magnetic field. Therefore it can only

flip. Also this theorem was modified with a Weiss-field to explain ferromagnetism as a

function of temperature and external field. Although it is generally accepted that the

physics involved in the local magnetic moment theories in not dominant, the Brillouin

curve is in reasonable agreement with experimental results when both the saturation

magnetization, M0, and the Curie temperature, TC are used as fitting paramenters. This

also means the Weiss factor, w is a fitting parameter. And unfortunately, the resulting

Weiss-field, HINT is unrealistically large if explained with these classical theories.

The first physically plausible model for ferromagnetism was given by Heisenberg.

In his model, HINT is replaced by an exchange interaction that results from the close

proximity between moments in combination with the Pauli exclusion principle[3]. There

is only a short-range interaction (i.e. nearest neighbor interaction), but this leads to a

long-range ordering. In the Heisenberg model the exchange energy between two magnetic

moments i and j is equal to

UEX = − 2 J ~Si · ~Sj , (1.4.1)

with J the exchange integral and Si the angular momentum of the magnetic moment at

ith site. Strictly speaking J depends on the distance between two moments. However,

in most cases one only takes the nearest neighbors into account. Therefore, J is often

treated as a constant (and zero for larger distance interactions). Heisenberg did not take

spatial quantization of S into account in his model but used an electron gas configuration.
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The Ising model is the one included spatial quantization.

1.4.2 Spin Waves and Magnons

A solid is considered perfectly ordered at T = 0, although zero-point fluctuations mean

that, even then, atoms are not purely static. At non-zero temperature, the order is

disturbed by thermally excited lattice vibrations, which are quantized as phonons. The

behavior of phonons is then characterized by a dispersion relation. In a ferromagnetic sys-

tem, non-zero temperature disturbance or magnetic order is called spin waves, quantized

as magnons.

The concept of spin waves has been developed by Bloch. The classical explanation

uses the Heisenberg model and combines it with the spatial freedom of the spins. At

a finite temperature, if only the nearest neighbor interactions are considered, the time

dependence of spin at a given site can be expressed as:

d~Si

dt
=

2J

~
(~Sj × (~Sj−1 + ~Sj+1)), (1.4.2)

which states that the change of angular momentum is equal to the torque that results

from the interactions with the neighboring rotating spins[15]. If the spin alignment at

the ground state in z-axis, then the solution for the equation 1.4.2 gives a spin wave

dispersion relation:

~ω = 4JS(1 − cos qa). (1.4.3)

For small q, this can be further simplified to:

~ω ≈ 2JSq2a2 ≈ D0q
2, (1.4.4)

with a the lattice constant, D0 the spin wave diffusion constant.
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Magnons, the quantized spin waves, follow the Bose-Einstein distribution because

they have a spin of one. Therefore, three dimensional density of states of magnon modes

are expressed as:

NDOS =
(

kBT

~

)3/2 ∫ ∞

0

x1/2dx

ex − 1
∝ T 3/2. (1.4.5)

Based on this, a change in magnetization is expected to be proportional to T 3/2 for low

temperature. This result is known as the Bloch T 3/2 law, and it fits very well with

experimental data in the low temperature regime in case of spontaneous magnetization

within a domain.

An ideal measurement for spin wave dispersions is inelastic neutron scattering be-

cause neutron scattering can probe from some µeV of quantum tunneling to several eV

transitions, and typical magnon energies are in the range of 10−3 − 10−2 eV.

1.4.3 Band Ferromagnetism

Depending on the density of states at the Fermi level of a conduction or valence band, the

band can split into a spin-up and a spin-down subband. When the populations of different

spins are mismatched, there is an excess number of one type of spins and therefore a non-

zero net magnetization. This is the process that takes place in Ni or Fe, and is responsible

for the fact that they are ferromagnets.

The explanation will be based on Figure 1.3 at zero temperature where MS = M0.

In this figure, the spin-up and spin-down bands split because of an externally applied field

H, and this leads to a net magnetization, M . This process is called Pauli paramagnetism

and is defined by the Pauli susceptibility, χP = ∂M/∂H. For small H, the number

of electrons with spin-down that become spin-up is proportional to the density of states
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Figure 1.3: Density of states around Fermi level showing splitting of energy bands between
two different spins with an external magnetic field, H.

at the Fermi Level, g(EF ). Hence, ∆n = g(EF ) EH = g(EF )µ0µBH. This gives

M = 2µB∆n and finally results in

χP = 2µ0µ
2
BN(EF ). (1.4.6)

Stoner combined this concept with the internal Weiss field to explain band ferromag-

netism. Now the result becomes M0 = wχP M0 + O(M2
0 ); the saturation magnetization

is a function of itself. Note that there are higher-order terms introduced when a Taylor

series was used for the series expansion the density of states around Fermi level. Obvi-

ously M0 = 0 is a solution, however it can be shown that this is not a stable solution

when

wχP > 1. (1.4.7)

In this case, a positive solution for M0 is stable and therefore the material will be

ferromagnetic. Equation 1.4.7 is called the Stoner condition for band ferromagnetism.

This theory can successfully explain the magnitude of the saturation magnetization M0

of various 3d ferromagnets and thteir alloys. But what this theory fails to explain is
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the dependence of the magnetization upon temperature. Band ferromagnetism predicts

M0 − MS(T ) ∼ T 2 for low temperatures[11]. But experimental results show a T 3/2

dependence[10]. Because of the band splitting into a spin-up and spin-down band, an

electron will not only require a spin flip but also a certain impulse and/or energy for a

transition from one band to the other. In the low temperature regime such transfers will

be rare.

1.5 Domains and Effect of Surface

So far, all the ideas presented had an assumption that the magnetic moments within a

given magnetic system are all aligned in a specific direction, and thus causing a specific

magnetic order. However, this could not explain the fact that some exhibit stronger

magnetic properties than others. This, in fact, is because magnetic materials have domain

structures. Typically, magnetic materials can be divided into many small regions with

uniform magnetization, called domains. And domains are separated by domain walls.

Domain structure can be understood in the context of symmetry breaking. If different

regions of a macroscopic system break symmetry in different ways, then in the interface

between these regions the rigidity can break down. In general, domain walls, defects,

vortices, dislocations and other singularities are expected to emerge around these region

where symmetry breaks. In ferromagnets, the most important singularity is the domain

wall.

In fact, domain structures allow magnetic samples to respond to externally applied

magnetic field. This is the reason why it is possible for most of magnetic samples to

attain saturation magnetization of the whole sample (corresponding to µ0M ∼ 1 T)
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(a)

(b)

Figure 1.4: Domain walls: (a) Bloch wall and (b) Néel wall.

at a relatively weak external magnetic field (sometimes as low as 106 T)[3]. Such low

applied fields would have negligible effect on a paramagnet. Especially large response in

ferromagnetic samples is because the applied field does not have to order the magnetic

moments macroscopically. Magnetic moments in the sample are already ordered, and the

applied field only has to realign domains, which can be done easily by domain wall motion.

Sometimes, it is observed for a ferromagnetic sample to exhibit zero magnetization under

zero applied field. This is also possible by a manifestation of domains.

Beween adjacent domains there is a boundary called a domain wall. The domain walls

can be classified according to the angle between the magnetization in the two domains. A

180◦ domain wall separates domains of opposite magnetization. And a 90◦ domain wall

separates domains of perpendicular magnetization. There are two most common types of

180◦ domain walls: one is the Bloch wall, in which the magnetization rotates in a plane

parallel to the plane of the wall; and the other is Néel wall, in which the magnetization

rotates in a plane perpendicular to the plane of the wall (Figure 1.4). For example, from
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simple calculation from Heisenberg model, Bloch wall formation costs energy:

σBW = JS2 π2

Na2
. (1.5.1)

Typically it costs energy to have a set of twisted magnetic moments in a system.

Thus, domain walls want to unwind themselves. In order to keep domain walls as they

are, it requires other interactions. A couple of such interactions are magnetocrystalline

anisotropy and shape anisotropy.

Crystals possess a magnetic easy axis and hard axis. Along certain crystallographic

directions it is easy to magnetize the crystal, and along others it is hard, and thus the

names originate. This is an intrinsic property of the material due to the structure and

exchange interactions. For example, cobalt has an easy axis along (100) direction. It

requires an external magnetic field of only a fraction of Tesla (less than 0.01 T) in order

to fully align magnetization moments along this direction. On the other hand, if the

magnetic field is applied to (001) direction, full saturation of magnetic moment requires

a lot greater field scale (over 0.1 T))[16].

The shape anisotropy is another energy term related to the orientation of the mag-

netization associated with the sample shape. The effect of shape anisotropy is usually

greater at the surface because the magnetization prefers to align itself in the plane direc-

tion in order to save energy. In thin films, for example, shape anisotropy 1
2µ0M

2 cos2 θ

(where θ is the angle between the film normal and ~M) keeps the magnetization in the

plane of film. Permalloy is another good example. A soft ferromagnet such as permalloy

has weak magnetocrystalline anisotropy by design, which leaves the shape anisotropic

energy a main cause of domain configuration. Thus, one can modify its domain structure
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by manipulating the geometry.

Both of which leads an energetic saving for keeping the magnetization in the plane of

the sample and not to propargate over the whole sample:

N∑

i=1

K sin2 θi ≈ NK

2
, (1.5.2)

where K is anisotropy constant. Domain wall width is also determined by these energy

relations. Domain wall formation elergy is proportional to 1/N where N is a number of

sites over which spins/magnetic moments rotate, and anisotropy energy is proportional

to N . Thus, the equilibrium point can be calculated. Energy stored within a domain

wall is simply a sum of equation 1.5.1 and equation 1.5.2:

σBW = JS2 π2

Na2
. (1.5.3)

By calculating equilbrium point for N spin involved domain wall leads to a size:

δ = π

√
2JS2z

aK
, (1.5.4)

where z is the number of sites in a unit cell.

1.6 Magnetoresistive Effect

Magnetoresistive effect or simply magnetoresistance(MR) is the property of a material to

change the value of its electrical resistance when an external magnetic field is applied to

it. The magnetoresistance ∆ρ/ρ is usually defined by

∆ρ

ρ
=

R(H) − R(0)
R(0)

. (1.6.1)

It is technologically useful quantity as well as scientifically because magnetoresistive sen-

sors are extensively used in many applications.
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1.6.1 Negative Magnetoresistive Effect

When a metal carries a current, the displacement of electrons to different parts of the

Fermi surface is such that scattering is minimized, i.e. the electrons find the path of

least dissipation to cross the sample. Hence, if electrons are forced to take a different

path, because of the presence of an applied magnetic field for example, they would take

a path which leads to more scattering. Thus, in general, a positive MR is expected.

However, in ferromagnets, a negative MR is observed. Nickel is a good example to

explain this behavior. In nickel, only very small amount of energy is required to change

the configuration from (3d8 4s2) to (3d9 4s1) or (3d10). In general, Ni is considered to be

(3d9.4 4s0.6). The d band is very narrow (which is necessary condition for ferromagnetism

in transition metals so that g(EF ) is large and the Stoner condition is satisfied), and hence

m∗
d À me. And as the s bands are nearly free, m∗

s ∼ me. Hence, the conductivity σ,

which is given by

σ =
nse

2τs

m∗
s

+
nde

2τd

m∗
d

, (1.6.2)

is dominated by the first term and conduction is mainly due to the s electrons. In 1.6.2,

ns and nd are the number of electrons in the s and d bands respectively, and the scattering

times are τs ∼ τd.

The transition probability is mainly due to s→d transitions. At low temperatures,

T ¿ Tc, all the unoccupied d states are antiparallel, so only half of the s electrons can

make transitions. For T > Tc, all the s electrons can make transitions, and so there is

more scattering. Hence, a decrease in the resistivity below Tc is expected. If magnetic

field is applied to this system, the magnetic field may increase the spin polarization and
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allow fewer s→d transitions. Therefore, a negative MR is observed.

1.6.2 Anisotropic Magnetoresistive Effect

The anisotropic magnetoresistance (AMR) is a result of an anisotropy in the resistivity of

the ferromagnet. Its origin is connected with the spin-orbit interaction and its influence

on s-d scattering[3]. The resistivity parallel to the magnetization, ρ‖M , can differ from the

resistivity perpendicular to the magnetization, ρ⊥M , because the scattering probabilities

for conduction electrons depend on the magnetization angle.

Suppose that the magnetization makes an angle φ with current density JDC , which

is used to measure the resistivity. Figure 1.5 illustrates this idea. Because the resistivity

consists of two parts, ρ‖M and ρ⊥M , the electric fields in these directions will differ:

E‖M = ρ‖M JDC cosφ and E⊥M = ρ⊥M JDC sinφ. As a result, the electric field

parallel to JDC becomes E = E‖M cosφ + E⊥M sinφ. This leads to the measured

resistivity, ρ = E/JDC . If the magnetization is uniform throughout the sample, the

resistance between the contacts becomes

R(φ) = R0 + R∆ cos2 φ, (1.6.3)

with φ an angle between the magnetization and the applied current, R0 = R⊥M which is

calculated from ρ⊥M and R∆ − R⊥M . At room temperature thin film ( 40 nm) permalloy

gives R∆/R0 ≈ 2%[14, 17].

1.7 Diluted Magnetic Semiconductors

One of the materials explored in this thesis was In1−xMnxAs which is categorized as a

III-V diluted magnetic semiconductor (DMS). Diluted magnetic semiconductors based
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Figure 1.5: This illustrates an anisotropy in resistivity of a ferromagnet which leads to
the AMR effect. The applied current density JDC is in an agle φ with the magnetization
MS .

on III-V compounds are relatively new class of materials compared to the ones based

on II-VI compounds. One of the reasons was because, unlike the II-VI compounds, III-

V compounds have been found difficult to dope with Mn: for example, bulk crystals

of (Ga, Mn)As typically have Mn content only up to a few tenths of a percent. It

was only recently become possible with an advent of off-equilibrium crystal growth by

molecular beam epitaxy (MBE), to make high Mn content samples such as In1−xMnxAs

and Ga1−xMnxAs[18].

Typically, Mn atoms introduced in GaAs or InAs tend to segragate to form MnAs

because the stable crystal structure of MnAs is different from zincblend structure of

GaAs and InAs. Thus, Mn solubility is severely limited in the equilibrium condition, and

it requires to maintain off-equilibrium condition during the MBE growth in order to make

InAs or GaAs structure to accept higher percentage of Mn atoms without segregation[19].

Depending on Mn concentration and substrate temperature[20] used during the growth

process, carrier density varies widely and even the carrier type (p or n) changes. It is
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p-type that is typically preferred because it is known that the most interesting feature

of all, ferromagnetism, in this material is strongly tied to the presence of mobile carriers

(holes) that dominate conduction. Two features of the holes are important: one is the

delocalization of holes from the impurity, and the other one is the interaction between

the hole and the magnetic impurity (p-d interaction). In fact, the co-existence of both

effects allows to mediate long-range exchange interaction between Mn atoms[21]. This

long-range interaction, although still debated, can be understood in two ways. One is the

RKKY exchange interaction where delocalized hole plays the role of mediating magnetic

moments instead of conduction electrons[22]. In comparison to metallic systems with

dilute magnetic impurities, the Fermi wavenumber in DMS is much smaller so that the

ferromagnetic range is expected to be much longer than the usual metallic case. Another

line of thought emphasizes the d-character of the holes and attribute the ferromagnetic

interaction to a kind of double exchange mechanism based on a strong Hund coupling at

the Mn site[23].

The major interest in DMS materials lies in the possibility towards practical use where

transport and magnetism are intimately correlated such as the spin-transport in semi-

conducting devices. DMS is considered one of promising materials that make possible

the injection of spin-polarized eletrons into a semiconductor at room temperature. Other

applications include opto-electronics. Since GaAs and other III-V compounds are the key

materials for the mordern opto-electronics, one may expect the III-V compound diluted

magnetic semiconductors to open the future of opto-magneto-electronics. One of current

major objectives with these materials is, therefore, to have a better understanding of
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physical mechanisms governing the exchange interactions so to allow us to fine-tune mag-

netic properties such as Curie temperature, magnetoresistive effect, and optical responses

of the materials[18, 21].

1.8 Magnetite

Magnetite (Fe3O4) was another magnetic material used in our research. Unlike other

materials, magnetite is categorized as a ferrimagnet, one of transition metal oxides and a

member of the spinel group. It has the Curie temperature of around 860 K and is known

as the most magnetic of all naturally occuring minerals on Earth. In fact, this is the one

that is known as loadestone, and used as an early form of magnetic compass. Just like in

many other transition metal oxides, magnetite is expressed by a special chemical formula

MO·Fe2O3 where M is Fe in case of magnetite and form a special crystal structure, called

reverse spinel structure[3]. This contains two types of lattice sites, tetrahedral sites (with

four oxygen neighbors, these are known as A sites) and octahedral sites (with six oxygen

neighbors, these are known as B sites). There are twice many B sites as A sites. The

two sublattices are non-equivalent because there are two types of crystallographics site

and they contain two types of different ion. In inverse spinels the Fe2+ cations sit at half

of the B sites, while the Fe3+ cations occupy the other half of the B sites and all the

A sites. In inverse spinels, the moments of the Fe3+ cations on the A and the B sites

are antiparallel, so that the total moment of the sample is due to the Fe2+ ions only. A

double exchange interaction ferromagnetically aligns the Fe2+ and Fe3+ ions on the B

sites and the Fe3+ inos on the A sites are coupled to the Fe3+ ions on the B sites by an

antiferromagnetic superexchange interaction. Thus, the two sets of Fe3+ ions cancel out,



27

Fe2+ (B site)

Fe3+ (A site)
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O2-

Figure 1.6: Lattice model of the inverse spinel magnetite[1]. Arrows on every iron sites
indicate their magnetization orientations.

leaving a net moment due to the Fe2+ ions alone. The measured magnetic moment per

formula unit is very close to the expected 4 µB due to just the Fe2+ ions[3, 13, 1].

Magnetite is interesting not only because it exhibits complex structural configurations

or strong magnetic correlations, but also because it exhibits charge ordering and sharp

electric and lattice symmetry transition around 122 K, known as Verwey transition. At

higher temperature, magnetite is considered semiconductor or bad metal. However, below

the transition temperature, it is observed that the bulk resistivity of magnetite sharply

jumps, and material starts to exhibit insulating behaviors. Verwey transition was first

discovered by E. J. W. Verwey in 1939 with magnetite[24]. Verwey’s original model lies on

the fact that this material has an inverse spinel structure. This, first of all, explains rather

low bulk resistivity (10−5 < ρ < 10−3 Ω m) of magnetite above transition compared
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to other normal spinel structure transition metal oxides (typically ranges around 105 Ω

m)[1]. Verwey proposed that the Fe2+ and Fe3+ ions, above critical temperature (Verwey

temperature, TV ), to be randomly distributed over the B sites, permitting relatively easy

valency exchange according to the Equation 1.8.1 by means of thermally activated fast

electron hopping.

Fe2+ − e− ↔ Fe3+. (1.8.1)

Upon cooling below TV , together with the reduction of the crystal symmetry from cubic

to tetragonal (later reinterpreted as orthorhombic), charge ordering was proposed in a

way that successive lattice planes would be occupied, alternatively, by two- and three-fold

Fe ions.

Unfortunately, it is still uncertain what exactly triggers Verwey type transition al-

though there are many different experimental results available such as resistivity[24],

specific heat[25], sructural deformation[26], Magnetic After-Effect[27], etc., that are con-

sidered to be closely tied to Verwey transition. It is not even certain whether which one(s)

is/are major reason(s) for this transition.



Chapter 2

Universal Conductance Fluctuations

Mesoscopic physics deals with the physics of small condensed matter objects. This is a

popular research discipline even though a clear-cut definition is not straightforward[28].

Mesoscopic and macroscopic systems have in common that they both contain large num-

ber of atoms. A first difference is that the macroscopic system can be well described

by the averaging properties of the material from which it is made. This assumes that

the length scales related to the system are small compared to the feature size of the

device, so that the most of effects can be understood as an averaging effect by many

kinds of relaxation processes. The mesoscopic system, in contrast, is so small compared

to the macroscopic system that fluctuations around the average become important. A

second difference is that the macroscopic system obeys (to a good approximation) the

laws of classical mechanics, whereas the mesoscopic system is so small that these laws

must ne corrected to account for quantum effects. Mesoscopic and microscopic systems

both belong to the quantum mechanics regime.

2.1 Quantum Coherence

Understanding the properties of an electron on the microscopic scale requires quantum

mechanics. However, a semiclassical model, e.g. Drude model, which can be represented

by its conductivity expression of σ = ne2τ
m [9], is also very effective at describing the

properties of electrons in macroscopic system at room temperature. In this macroscopic

29
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regime, quantum corrections to semiclassical conduction are usually negligible due to de-

coherence, the suppression caused by inelastic scatterings of the electrons of quantum

mechanical contributions to electron probability distributions. On the other hand, when

the system size shrinks to the submicron level and the temperature of the system becomes

substantially lowered, the coherence of the electron wavefunctions becomes increasingly

prominent, and quantum mechanical correction starts governing the corrections of elec-

tron transport. This is simply because electrons are not classical, non-interacting entities.

These corrections are known as quantum transport phenomena.

Consider adding a single electron to a system. The wavefunction of this electron

will have a well-defined phase, φ which will be accumulated via the Hamiltonian as

long as this electron is scattered elastically (usually, elastic scattering sources are static

disorders such as grain boundaries and crystal defects). However, when an electron

undergoes inelastic interactions with dynamic scatterers (e.g. another electrons, phonons,

and magnetic impurities), its phase is relaxed due to entanglement with those degrees of

freedom. Hence, the coherence time, τφ (or coherence length, Lφ) can be defined as the

characteristic time (or length) over which the phase of an electron becomes uncorrelated

with its original phase. In a diffusive system (system size, L being larger than the

electron’s mean free path, l) with electron diffusion constant, D, the relation between the

coherence length and coherence time is given as Lφ =
√

D τφ.

Decoherence depends strongly on sample temperature because many of the inelastic

processes are driven by thermal energy. A typical coherence length in a thin metal film

at room temperature is 1 - 2 nm, while it is close to 1 µm at 1K. At such low tem-

peratures, electron-electron scattering becomes a dominant decoherence process because
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effects due to phonons freeze out fairly quickly as temperature goes down. Perturbative

calculations[29] predict τφ → ∞ as T → 0, with a particular power law for the diver-

gence that depends on dimensionality (determined by comparing Lφ with L, w, and t,

characteristic sample length, width, and thickness, respectively).

Quantum coherence must be inferred from its effects on electronic properties. There

are several quantum interference corrections to the conductance that may be used to infer

Lφ. Aharonov-Bohm (AB) oscillations, weak localization (WL), and time-dependent (or

external magnetic field-dependent) universal conductance fluctuations (UCF) are well-

known.

Although the work presented in this thesis is only closely related to universal con-

ductance fluctuation theory, it is worth exploring the Aharonov-Bohm(AB) effect since

understanding this gives a great deal of insight into the theory explaining the phenomena

of interest.

Before trying to understand specific cases, it is useful to discuss quantum coherence

briefly. Quantum interference raised by the fact that 1) electron has wave properties,

2) there are multiple possible paths electron can take, and 3) its probability leads to

cross terms that can be thought of as interference terms since only these cross terms will

depend on the relative phase of each electron path. This is identical to the interference

seen in optical phenomena.

However, there are limitations of such interference. Just as in the optical case, in

order for interference to occur, interacting waves must be phase coherent. In the case of

quantum interference of electron, the interference is a result of a single electron taking

different paths. Thus, initial phase coherence should be present between each path. So it
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comes down to how far a electron can travel with maintaining the initial phase coherence

because if electron’s phase looses its initial coherence after traveling far enough or after

inelastic scattering, its wavefunction would not interfere with other wavefunction.

There are usually three different scattering processes that cause dephasing of conduc-

tion electrons: electron-electron interactions, electron-phonon interactions, and spin-flip

interactions. The e-e and e-ph interactions have a strong temperature dependence while

spin-flip interaction is more strongly dependent on the non-zero magnetic moment impu-

rity concentration.

The total inelatic scattering length of electron, which is equal to electron coherence

length can be calculated using Matthiessen’s rule resulting in:

L−2
tot = L−2

e−e + L−2
e−ph + L−2

sf , (2.1.1)

In addition to three given causes, spin-orbit scattering can alter the coherence length.

When this occurs Ltot and coherence length, Lφ are not equivalent and equation 2.1.1

must be altered.

It is not surprising that the coherence length also sets the dimensionality of given

sample when discussing quantum transport phenomena. If a system has sides larger than

the coherence length in all three dimension, the system is considered three dimensional

and so on. System dimensionality is very important because most of behaviors related to

quantum transport phenomena have strong dimensionality dependence.

2.2 Aharonov-Bohm Effect

As mentioned earlier, AB effect is a good example to understand quantum interference

because it has by far the simplest configuration. In a higher dimensional system, an
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(a) (b)

Figure 2.1: (a) Schematic diagram for the measurement with SEM image of silver AB
ring whose diameter is 380 nm. (b) Power spectrum of resistance as a function of inverse
B-field at 1.7 K. Inset shows the raw resistance versus B-field data whose oscillation
period (∼ 37 - 40 Oe) is clearly shown.

electron can have many possible paths to take whereas in a lower dimensional system

possible paths are limited. Which means that if a system size is reduced further down so

that only one side is longer than the coherence length, an electron path can be limited to

one, i.e. electron path can be physically controlled. AB effect is based on this idea. By

designing a sample as in Figure 2.1 (a), passible electron paths are limited to two.

When there are only two available paths, probability of an electron to be at any point

~x becomes simply:

P (~x) = |A1|2 + |A2|2 + 2|A∗1A2| cos(φ1 − φ2), (2.2.1)

where, sub-indices 1 and 2 indicate two different paths. The conductivity should therefore

oscillate with a changing phase difference between two paths. One of the simple means to

change phase is to apply varying external magnetic field. This results varying magnetic
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vector potential which changes phase of electron’s wavefunction as

φ = φ0 +
∫

(~k +
e

~
~A) · d~l. (2.2.2)

where ~l is the electron path and ~A is the magnetic vector potential. Thus, the phase

differnece is found to be:

φ1 − φ2 =
eAB

~
, (2.2.3)

where A is the area of the ring and B is the applied field strength.

Now, by plugging equation 2.2.3 into equation 2.2.1 gives oscillating term with respect

to the magnetic flux with a period of h/e. An example of this is given in Figure 2.1 (b).

And the minimum possible coherence length at the given temperature can simply be a

half of the circumference of the ring shape path.

AB effect in FM materials were also studied[30, 31], and in case of NiFe nanoring

devices, the coherence length was measured to be around 500 nm at T = 50 mK[30].

Compared with the coherence length in typical normal metals around 30 mK, such as Au

(∼ 2 µm) and AuPd (∼ 1.2 µm), this is considerably small. Which makes this type of

measurement more challenging for FM materials since either the temperature should be

substantially lowered in order to see any significant oscillation features or the patterned

samples should have extremely small size.

The last thing needed to emphasize is the fact that an electron’s phase can be altered

by a varying magnetic field applied perpendicularly. This is one of main idea keep occuring

in other quantum phenomena including UCF.
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2.3 Universal Conductance Fluctuation Theory

2.3.1 Thermal Noise

In the system of interest, two types of noise sources are important. One is Johnson

or thermal noise, and the other one is excess or 1/f noise. Thermal noise, also called

Johnson noise, is basically due to thermally excited random motion of electrons in metals

whereas 1/f noise is due not to electron motion but to defect motion. There are two

distinct characteristics in excess noise. The first is that it has an inverse-frequency (1/f)

dependence. The second is its complicated temperature dependence.

Thermal noise can be attributed to the thermally agitated random motion of the

electrons in a metal. Theoretical derivation using classical statistics, themodynamics,

and basic idea of electronics gives total noise power expressed as:

P (f)∆f = kBT∆f, (2.3.1)

where ∆f represents bandwidth. Or equation 2.3.1 can be modified to:

V 2∆f = 4kBTR∆f, (2.3.2)

Equation 2.3.2 has no frequency dependence so the time average of V 2 should be:

< V 2 >t = 4kBTR∆f, (2.3.3)

As stated, thermal noise has no frequency dependence. And it depends linearly on

temperature. Thus, the effect due to the thermal noise at the temperature scale in which

we are interested should be quite small. For example, 100 nm wide Py nanowire sample

(Sample C from Table 3.1) gives voltage fluctuations of approximately 5 × 10−19 V2/Hz,

which, if properly normalized, gives ∼ 5 × 10−22 Hz−1. This number is almost 10 orders
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of magnitude smaller than the 1/f noise power obtained at a given temperature from our

experiment.

2.3.2 Excess Noise

As mentioned, the excess noise comes from defects or impurity motion rather than electron

motion and shows inverse frequency dependence and complex temperature dependence.

Both of which can be explained with classical statistics at high temperature, but as

temperature goes down, the classical model fails to explain upturn in the 1/f noise

power.

Suppose one defect has two possible locations in a sample resulting in two different

resistance values. Simply put, suppose an impurity has two distinct scattering cross

sections. It may be modeled as a two level system (TLS). If the resistance versus time of

such a system is measured, a series of random steps between the two resistances will be

observed. This is known as a random telegraph signal. It is shown in ref. [32] that the

noise power spectrum of this random telegraph noise[33] is

SR(f) ∼ τ

1 + (2πfτ)2
. (2.3.4)

In this case, the characteristic time τ is defined as:

1
τ

=
1
τ1

+
1
τ2

. (2.3.5)

where τ1 and τ2 are the characteristic times the defect stays in each state.

In the system of interest, there should exist a large number of TLS, with a broad

range of characteristic times[34]. Hence, the resultant noise power is accomplished by
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integrating equation 2.3.4 over τ :

S(f) ∼
∫

D(τ)τ
1 + (2πfτ)2

dτ, (2.3.6)

with distribution function D(τ)of the characteristic times. If D(τ) is proportional to 1/τ ,

then the power spectrum will be 1/f . It is shown that this is, in fact, the case for both

high and low temperature[32, 34, 35] limits. This 1/f noise caused by the motion of

scattering sites is known as local interference noise.

Another important part of excess noise is its amplitude. Since the number of mobile

impurities and their motion cause 1/f noise, it should become smaller as temperature

decreased. This is indeed true at high temperature[36]. However, at lower temperature,

1/f noise is observed to increase as the temperature is lowered[36, 37]. The theory as

it stands is not capable of explaining this behavior. The fact that the noise increases as

the temperature is lowered makes quantum interference a prime candidate to explain the

phenomenon.

2.3.3 Magnetofingerprint

Conductance in a mesoscale system is the result of the interference of all possible electronic

trajectories through the sample. The AB phase, for example, deterministically alters

the relative phases of these complicated paths, leading to sample-specific, reproducible

conductance fluctuations which are not directly dependent on the orientation of scattering

sites within a coherent volume.

Magnetic field dependent universal conductance fluctuations (MF-UCF), also called

magnetofingerprint (MFP), strongly depends on the location of each scattering site. Thus,

the interference pattern produced by interesting paths should also be specific to the
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Figure 2.2: The magnetofingerprint of a 125 nm wide Ag wire sample with perpendic-
ular magnetic field. Curves are offseted for clarity. It clearly shows the temperature
dependence of the feature[2].

location of each defect. The idea behind this starts from the hypothesis that any effect

resulting in a change to the interference pattern of an electron wavefunction is equivalent

to change in the impurity configuration of the system[38].

As in AB effect, a specific perpendicular magnetic field produces a phase change in

each electron path. This means that every field strength corresponds to a specific interfer-

ence pattern that is reproducible each time that field is applied to the system. However,

each system has a unique arrangement of scattering sites so the resultant interference

pattern is sample-specific. Therefore a reproducible, sample-specific conductivity fluc-

tuation should be observed in a diffusive metallic system as an applied perpendicular

magnetic field is swept. Thus, comes the name magnetofingerprint. An example of a

MFP at different temperatures is given in Figure 2.2.

The typical correlation field is set by the flux through a typical coherent loop which

could have various size within coherence length (thus various correlation field). Within

a coherent volume and ignoring thermal smearing, the typical conductance fluctuations
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can be calculated independent of the details of the sample from the conductance variance

which gives:

δG2 =
〈
(G− 〈G〉2

〉
≈

〈(
+− e2

h

)2
〉

= e4/h2. (2.3.7)

One last important detail to mention is the ensemble averaging effect. This is why

the size of the magnetofingerprint gets smaller at higher temperature. Above idea does

not include the fact that as temperature increases, coherence length Lφ gets shorter, and

when the system size becomes longer than Lφ (which is always the case for our samples),

averaging effect must be taken into account.

To calculate the expected size of the MFP, simply treat each coherent volume as an

independent fluctuator. Thus, it can be shown:

(
δG

G

)2

=
1
N

(
δGφ

Gφ

)2

, (2.3.8)

where Gφ is the conductance of one coherent volume and N is the number of coherent

volumes in the sample.

There is also energy averaging effect we can consider. Energy averaging arises due

the available energy states of conduction electrons. Such energy states can be defined by

Thouless energy, Ec ≡ ~D/L2
φ [39] which is also known as the coherence energy. The

Thouless energy defines a “width” in the conduction band, which contains available states

electrons can access. When kBT > Ec, the electrons can access more than one Thouless

width worth of available states. Each Thouless width is uncorrelated with the others

resulting in a thermal averaging that is dependent on the number of Thouless widths.
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2.3.4 Time-Dependent Universal Conductance Fluctuations

In the MF-UCF, the conductance fluctuations are due to vartying magnetic field changing

electron’s phase thus changing the resultant interference pattern just as in case of AB

effect. This, in fact, can be considered as a field-driven ‘simulated’ mobile TLS. However,

even at very low temperature, there should be actual mobile TLS in a metal. And these

actual mobile TLS should affect the conductance in a similar manner to the ‘simulated’

mobile TLS. However, observation method should be time-dependent (δG(t)) rather than

field-dependent (δG(B)).

The conductance change for a single mobile TLS can be written using diagrammatic

methods and it gives as [40, 41]:

δG2
1 ≈

(
e2

h

)2 (
Ω

Nlde

)(
L

le

)2−d

α(kfδr), (2.3.9)

where α(kfδr) = 1 −
(

sin(x/2)
x/2

)2
, Ω is the sample volume and d is the sample dimen-

sionality. And since, there are more than one impurity in a typical system, the net effect

of multiple TLS is additive. Hence, depending on the system size, the total conductance

variance within a coherent volume should be:

δG2
φ = δG2

1 ns(T )Ωφ, (2.3.10)

where ns is the concentration of TLS with changing scattering cross sections, and coherent

volume Ωφ defined as LxLyLφ, LxL2
φ, or L3

φ depending on the dimensionality of the sample

being 1D, 2D or 3D, respectively. It is important to note that equation 2.3.10 has an

upper limit of e2/h.

Just as in the MFP case, averaging effect should be considered for many TLS system.

And the sample size should also be considered. Since typical sample size is usually larger
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than a coherent volume, it is quite reasonable to start from considering G = Gφ/N

and N being a number of coherent volume in a given system. After considering all the

suitable substitutions, the expected conductance change due to quantum interference, in

1D system for example, is:

δG2
1D ≈

(
e2

h

)2

ns(T )(kf le)−2

(
leL

2
thL3

φ

Lz

3)
α(kfδr), (2.3.11)

and from equation2.3.6, the expected noise power should be:

SV ≈ I2R4δG2

∫
D(τ)τ

(ωτ)2 + 1
dτ. (2.3.12)

Note that the noise power is written in voltage noise power form. That is because the

noise measured in the experiments was voltage noise, not conductance noise though the

relation between two is quite simple:

(
δG

G

)2

=
(

δR

R

)2

=
(

δI

I

)2

=
(

δV

V

)2

. (2.3.13)

In normal metal case, expected temperature dependence of ns(T ) is T and L2
th is T−1.

Therefore the only temperature dependence is due to Lφ and R. Another important point

that need to be mentioned in case of normal metal system is the fact that the overall noise

power can be broken into two equally contributing parts at zero field called cooperon and

diffuson contributions[42]. The cooperon is the set of all paths in a disordered system

that contain time-reversal symmetry whereas diffuson is the paths without this symmetry.

Therefore if sufficient magnetic field is applied to the system, cooperon contribution can

be completely suppressed, and the total noise power drops by a factor of two. And the

field scale over which this occurs should be dependent on the coherence length of the
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Figure 2.3: Normalized noise power vs. applied magnetic field at various temperatures
for a 500 nm-wide AuPd nanowire.

system. Thus allows us to calculate the related coherence length of the system at a given

temperature[43, 44].

2.3.5 Example: AuPd Wire

TD-UCF noise data are presented in the form of normalized noise power at various fields

at given temperature. Figure 2.3 shows what typical normal metal sample’s TD-UCF

noise behaves under various external magnetic field at different temperatures[2]. Note

that the noise power drops by a factor of two at a finite field due to suppression of

cooperon contributions. From this data set, a coherence length can be inferred for each

temperature by using a fitting function. Unfortunately, there is no analytic form for

fitting function so it has to be done numerically. The numerical form is explained in

detail in ref. [35, 2]. Solid lines in Figure 2.3 are the ones calculated from fitting process.
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2.4 Quantum Coherence in Ferromagnetic Systems

Quantum corrections to conduction in FM systems are of fundamental interest due to

correlation-induced degrees of freedom not present in normal metals (e.g. domain wall

motions, spin waves), and these new environmental degrees of freedom can have pro-

found effects on decoherence processes although the measurement and understanding the

phenomena become more challenging because of the same reason.

It is sometimes advantageous to use transport measurement to understand magnetic

properties of material. It may sound indirect and overly complicated. But in case of a

domain wall motion, it is already shown[45, 46] that this, in fact, is true. The change

of the magnetization associated with a depinning of a domain wall by the dissipation of

the conduction electron is very small and thus, very difficult to observe directly e.g. by

SQUID. The transport measurement, on the other hand, allows us to detect a very small

change of magnetic properties as a change of resistance quite easily. It is estimated that a

motion of wall over a distance of 10 nm or less can raise large as 0.2 % (δρ ≈ 2× 10−9Ω

cm) change in resistivity which can be easily measured. This clearly shows that the

conductance of mesoscopic ferromagnets is expected to be highly sensitive to domain

wall motions[46], just as the conductance of a normal metal is sensitive to the motion

of an individual scatterer[40]. If domain walls coherently scatter electrons, then their

motion can lead to UCF[38]. Also, if domain walls can inelastically scatter electrons, the

domain wall motion can lead to electron decoherence.

Spin wave, also known as magnon when quantized, a collective modes of demagneti-

zation in a exchange-coupled spin system, is also one of the long range orderings present
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in magnetic materials, which raises the change in conductance. The relation between

these and electron conductance can be very interesting since spin waves are related to

spatially long range of ordering of spins, and the adjacent spins maintain a great degree

of alignment (strongly corelated). They are for the spin system what phonons are to

a crystal lattice[13]. Thus, electron-magnon scattering is another possible decoherence

mechanism in FM metals that is not present in normal metals.

Recently, a few theoretical[47, 31, 48] and experimental[45, 49, 50, 51] reports studied

mesoscopic transport properties related to these collective modes. Although very short

phase coherence lengths were reported from handful experiments[50, 51], general under-

standing of phase coherence, especially of electron coherence length, in FM materials is

still largely unexplored.

Other than lack of well established theories to explain experimental results, there

are still a couple of problems to keep in mind. In FM systems, the AMR complicates

the measureements of WL and MF-UCF, the two most popular methods of inferring Lφ,

because those two measurements rely on magnetoresistive measurements. Hence, in our

experiments, the TD-UCF measurement was considered mostly. Another down side of

using TD-UCF measurements for FM systems is that, unlike normal metals, cooperon

contributions in FM systems are rather more complicated due to internal magnetization.

Depending on the given system, cooperon contributions could be included for selected

types only[46] or even entirely excluded[6] which compicates the calculations for the

coherence length from noise power data. Nonetheless, TD-UCF measurement provides

useful insights on several aspects whcih will be discussed further more in later chapters.



Chapter 3

Nanowires

3.1 Fabrications

3.1.1 Permalloy

Samples consist of the wire at the center and five or more leads on top of the wire, equally

spaced by 10 µm from the nearest ones. Both of which were patterned using standard

electron beam lithography.

Sample fabrication started by cleaving 5 mm by 5 mm chips of undoped GaAs. In

order to achieve continuous wire and smooth film surface specs of dust and/or remaining

residue should be thoroughly removed. To this end, chip was cleaned first using lintless

swabs soaked in acetone. Then it was placed under a UV lamp for 5 to 10 minutes. Once

cleaned, 495 PMMA e-beam resist was spin-coated at 3000 rpm for 40 seconds. The chip

was then baked on a hot plate for an hour at 165 ◦C to evaporate away the solvent in the

resist.

The wire part was made first by drawing a single path line using scanning electron

microsope. When pattern was drawn dosage was controlled to have various widths from

27 nm to several hundreds of nm. Just before the deposition, the sample was developed

using 3:1 mixture of 4-methyl-2-pentanone (MIBK) and isopropanol (IPA) and once again

put under a UV lamp for another 5 minutes. The in-lab Edwards FL 400 evaporator was

used for all deposition except Pt deposition for the nano junction devices. 10nm of Py

was deposited at a rate of 0.1 nm/sec. Liftoff was done simply by putting the sample in

45
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Figure 3.1: The lead-wire pattern used to fabricate all the measured samples. The leads
start from large contact pads and taper down to the leads in the image. Distance between
two consecutive leads in this image is 10 µm and each lead has width of 1µm.

the acetone. Once wire part was made, the same precedure was followed for the leads.

Just before the evaporation, very small amount of developed area, usually less than 1

nm, was etched using VEECO 3 cm 1 keV Ar-ion beam (etch rate of approx. 0.1 nm/sec

with gas pressure of 4.0× 10−4 mB) to get rid of possible oxidized layer formed over the

surface of Py wire during the preparation steps for the second lithography to improve

the contact between Py wire and Au leads. 40 nm of Au (deposited at the rate of 0.2

nm/sec) was used for the leads with 1.5 nm of Ti (deposited at the rate of 0.1 nm/sec)

as an adhesive layer. An example of resultant pattern is given in Figure 3.1.

Four different size of Py wire samples were fabricated and tested and the sample

parameters are given in Table 3.1.
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Table 3.1: Samples used in magnetotransport and noise measurements. All samples are
10 nm thick permalloy, and each segment is 10 µm in length.

Sample w [nm] ρ(T=2 K) [µΩ-cm] AMR (2 K) Bs [T]
A 27 44.86 3.1% 0.47
B 50 48.63 3.5% 0.63
C 100 50.87 3.8% 0.59
D 450 50.55 3.7% 0.34

3.1.2 In1−xMnxAs

Provided DMS films were grown on (100) GaAs wafers by molecular beam epitaxy (MBE),

starting with highly resistive 500 nm AlSb buffer layers grown at a substrate temperature

of 560 ◦C with a growth rate of 0.9 µm/h. Then, 20 nm In1−xMnxAs films were deposited

at a substrate temperature of ∼ 200 ◦C and with a V/III flux ratio, r = 3.4. Mn

concentration was kept < 6 % in order to avoid the formation of MnAs second phase.

Details of the MBE process are reported in a recent paper[52]. Cap layers were not added

for easier electrical contacts. Films were put at 190 ◦C for two hours for annealing in air

atmosphere, which reduces the number of interstitial Mn donors and increases the hole

density. This consequently improves their magnetic properties. Prepared in this manner,

the magnetic easy axis of the In1−xMnxAs is along the growth direction.

Two different films were used to fabricate identically shaped wire samples. Samples

were negatively patterned by standard electron beam lithography. Hence, after develop-

ment, parts on the surface other than the actual desired pattern shape would be exposed.

Once developed, a 1 keV Ar-ion beam was used to etch away unnecessary parts of the

film to generate the desired pattern as shown in Figure 3.2. AFM measurements on the

processed samples show that the apparent unetched widths of the wire segments and
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Figure 3.2: Sample image was taken using optical microscope. Brighter parts of the
image are the remaining In1−xMnxAs layer. Darker parts are the exposed buffer layer
after etching.

Table 3.2: Some parameters for both In1−xMnxAs samples used in the experiment are
listed. Resistivity, carrier density and mobility are calculated from the sample resistance
and the Hall resistance measured at 300 K, 3 T. All samples have wire part whose width
is ∼ 6.5 µm and thickness is 20 nm, and composed of six segments with length of 40 µm
each.

Sample x TC [K] ρ [× 10−2 Ω cm] pv [× 1020 cm−3] µ [cm2/ V s]
E 0.058 47 1.42 1.87 2.34
F 0.045 27 1.12 1.90 2.94

the narrow parts of the leads are ∼ 6.5 µm, and the center to center distances between

consecutive leads is 40 µm. Two aligned transverse leads on the right were purposely

designed for the Hall effectmeasurements. Table 3.2 shows the specifications of the two

samples. The resistivities for the processed material are several times higher than for the

bulk films (3 - 5 mΩ cm). This suggests that the etching damages even the unexposed

part of semiconductor, though the magnetic properties apper essentially unaffected by

the etching.
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3.2 Measurements

Once sample fabrication was finished, the sample was attached to a DC resistivity puck

designed for insertion into a Quantum Design Physical Properties Measurement System

(PPMS). The PPMS is an open cycle 4He cryostat with a 9 T superconducting magnet.

Samples were wired using uninsulated 99.99 % Au wire and indium solder joints.

All wire sample (Py and DMS) resistance measurements were carried on by a Stan-

ford Research Systems model SR830 DSP Lock-in amplifiers. Output data from lock-in

were then stored in the computer via Keithley 2000 Multimeter. Four terminal mea-

surement scheme was used for resistive measurements for the characterization of the

samples whereas for the noise fluctuation measurements, five terminal bridge scheme[53]

was adapted to increase the sensitivity of the measurements. And for the noise measure-

ments, signal from sample was fed into SR785 spectrum analyzer first from SR830 lock-in

and converted into frequency domain before saving.

All the measurements described in the following subsections were performed twice for

each wire sample - first with wire sitting perpendicular to the field direction and once

again with wire’s long axis (current direction) being parallel to the field.

3.2.1 Resistnace Measurements

Simple resistance, magnetoresistance and Hall effect were all measured using four terminal

measurement scheme. The circuit schematics are shown in Figure 3.3.

A voltage source from SR830 lock-in with a ballast resistor, RB was used to source

a current to the sample from two outer leads with frequency set around 600 Hz. And

the measured voltage difference from inner two leads were first preamplified using NF
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Figure 3.3: The ac four terminal resistance measurement schematics. (a) shows typical
resistance measurements setup and (b) is for Hall resistance measurement setup. For
both cases, dashed line box indicates sample area where the lighter color represents wire,
and the darker color represents the leads.
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Electronic Instruments LI-75 preamplifier and demodulated by the same SR-830 lock-in

that was used for the voltage source.

Temperature dependence of the sample resistance with zero field were measured first

from 300 K down to 2 K while changing temperature continuously. This initial mea-

surement provides an important background information on what range of measurement

sensitivities we could use for various temperature and magnetic field conditions since

in our experiments, the sample arrangement is such that show resistance drop with 1)

decrease of temperature and 2) applied external magnetic field.

After cooling was finished, the same setup was used to measure magnetoresistive effect.

Magnetic field was applied perpendicular or parallel to the current direction varying

continuously from - 9 T to + 9 T. Field sweeping speed was between 5 to 150 Oe/s, and

at least one or more temperature sets were checked with more than two different sweep

speeds to ensure the effect due to continuous sweep was minimized. For Py wire samples

Hall effect was not measured, but for DMS wire samples Hall effect and magnetoresistive

effect were measured simultaneously using two identical lock-in’s whose lock-in frequencies

were synchronized to one source. Data collection time was typically set to one second.

Finally, once all the measurements with perpendicular configuration (magnetic field

applied perpendicularly to the sample surface) were done, all the same measurements

were repeated in the exactly the same manner with the parallel configuration where the

sample was reoriented so that the wire direction (current dirrection) was aligned to the

external magnetic field direction.
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3.2.2 Noise Measurements

The noise measurement requires a little more detailed explanation because the effect is

small and other noise source within the measurement circuit can be restrictively large.

A typical dc four-terminal resistance measurement is known to have two major noise

sources. One is the noise in the current source because ballast resistor will generate

1/f noise also known as pink noise when voltage is applied. The other one arises when

measured signal is amplified. This is also pink. By using ac setup instead, the effective

noise due to amplification becomes white noise. However, ac four-terminal setup is still

sensitive to to fluctuations in the dirve current. The standard method to eliminate sen-

sitivity to the drive current in resistance measurement is to use a bridge circuit such as

Wheatstone bridge. All the noise measurements reported in this thesis was done using a

modified Wheatstone bridge setup instead of conventional ac four-terminal setup.

Another merit of using the bridge setup is its sensitivity. Since the resistance of

the sample is nulled out and the signal being measured is purely fluctuation related,

measurement sensitivity can be set to the fluctuation size without being affected by the

sample resistance which can be very large compared to the size of the fluctuations.

The modified bridge setup was first proposed by John Scofield specially to perform

1/f noise measurements in thin films[53]. Schematics are shown in Figure 3.4. The

sample was center-tapped and each half was used as one resistor in the bridge. Two sets

of variable resistor and variable capacitor are used to complete the bridge setup and null

out the resistance, any measured fluctuations away from this null would be a result of

sample noise.

Several other parts in the circuits should also be considered carefully since they could
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preamp

Spectrum
Analyzer

Lock-in

sample

Figure 3.4: The ac five terminal bridge measurement schematics. Again, dashed line
box indicates sample area where the lighter color represents wire, and the darker color
represents the leads.

act as other possible noise sources. For the variable resistors, two General Radio 1433-H

10 MΩ decade resistors were selected . And to minimize the noise in the leads (contact

fluctuations) fairly large resistance values were chosen for two variable resistors (typical

settings were 1 MΩ). Variable capacitors were also added to this circuit for the phase

matching purpose. It is because if the phases on both sides of bridge are mismatched it

would result in lowering measured noise power. Drive frequency for the measurements was

set to near 600 Hz since the preamplifier used in the circuit (an NF electronic instruments

LI-75A low noise preamplifier) is optimized so that with much larger variable resistors

compared to sample resistance the input impedence seen by the preamplifier is equal to

the sample resistance.

The final signal from the output of the lock-in amplifier was fed into a Stanford

Research Systems SR785 spectrum analyzer performed a fast Fourier transform (FFT)

on the data so it could be observed in the frequency domain. The FFT bandwidth went
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from 0 to 0.78 - 3.125 Hz depending on the size of the noise power.

Last one needed to be addressed is noise from preamplifier. Since all other unwanted

noises can be taken care of by electronics setup, and both lock-in amplifier and spectrum

analyzer can take in-phase and out-of-phase signals simulatneously, this extra noise can

be treated quite easily. In fact, any noise recorded through out-of-phase channel after

phase correction should be preamplifier noise and white noise, and the in-phase channel

signal should be the sample noise plus this extra noise. Thus, sample noise can simply

be calculated by subtracting out-of-phase channel signal from in-phase signal, and the

resulting noise spectrum should be 1/f noise. Figure 3.5 shows a typical noise data.
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Figure 3.5: A typical noise power spectrum. The data was acquired from a 10 nm wide
Py sample. Total noise indicates in-phase channel signal and background indicates out-
of-phase channel signal.

The final data such as shown in Figure 3.5 were the results of averaging 90 to 120

spectra acquired one after another by SR785 (number varies depending on the sample).

Data process was pretty simple once spectrum was acquired. 1/f sample noise was
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calculated simply by substrating background noise (out-of-phase channel) from total noise

(in-phase channel) then a straight line was fitted to 1/f plot to figure out the noise power

for a given temperature and field setting.

The ac bridge scheme is also ideal for magnetofingerprint measurements. If a four-

terminal measurement was used, measurement sensitivity would simply be dominated by

comparably huge MR effects,especially around zero field region, resulting field dependent

fluctuation almost impossible to resolve. However, because each half of the bridge will

have a different magnetofingerprint even when the five-terminal setup effectively cancels

out any magnetoresistive effect, field dependent fluctuations can be measured down to

zero field. The only change made from Figure 3.4 was to take the spectrum analyzer

out from the schematics so resistance fluctuations of the sample due to continuous field

change could be recorded directly.

3.3 Results and Discussions: Permalloy

The goal of this measurements using FM materials was to understand the interplay be-

tween quantum coherence phenomena in a strongly correlated systems. In order to achieve

this goal, we wanted to see 1) if there is any difference in results, such as effects due to the

presence of domain walls, from that of normal metal samples as AuPd or Au nanowires,

and if so, 2) the coherence length or time of a given system should be inferred out from

using the similar method applied to normal metal systems.

Py is a relatively soft ferromagnet and geometric anisotropy strongly influences do-

main configurations, which makes Py a good candidate for testing the effects due to

domain walls with relatively small magnetic field. And because of geometric anisotropy,
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Figure 3.6: (a) Typical view of sample. Py wire was made first and 1.5 nm Ti/40 nm Au
leads were added on top of the wire. Each of seven leads is 10 µm apart from the ajacent
ones, hence forming six segments. (b) MFM image for one segment of two different Py
wire samples (the left image is from 450 nm wide wire and the right is from 27 nm wide
wire). Note that the wide wire (left) exhibits multiple domain features whereas narrow
one maintains a single domain structure for fairly long range even at room temperature.

it is easier to control domain configuration simply by changing width of fabricated sam-

ples. Figure 3.6 shows magnetic force microscopy (MFM) images of two such samples

after exposure to applied fields perpendicular to the wires. 100 nm or wider wires showed

multiple domain walls within one segment, whereas long single domain features were

observed for the smaller wires, with few domain walls throughout all six segments.

3.3.1 Resistive Measurements

Imaging their domain structures using MFM is one way of making sure that our sample

has desired magnetic properties. However, there is also another way of checking sample’s

magnetic properties electronically before performing the noise measurement. That is,

testing sample’s magnetoresistance effects. As mentioned earlier, Py is known to show the

AMR effect, which makes the magnetoresistive noise measurement significantly harder.

However, the effect itself contains useful information of the sample’s magnetization. A
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Figure 3.7: AMR data with a perpendicular magnetic field for the 100 nm-wide wire at
8 K. Field was swept between ± 2 T. Solid line is for sweeping the field from - 2 T to
+ 2 T and dashed line is for the other direction. Arrow points the discontinuity due to
magnetization reorientation, and the swtiching field, Bs, for this sample at 8 K was ∼
0.59 T.

typical AMR result for a 100 nm wide wire at 8 K with perpendicular magnetic field

sweeping at 100 Oe/s between ± 2 T is shown in Figure 3.7. At low fields the geometric

anisotropy leads the sample magnetization, ~M to align to the long axis of the wire and

hence the current density, ~J . At large fields, ~M · ~J = 0, leads to a lower resistivity via

the AMR (check chapter 1.6.2). All four samples showed a 3 - 4 % AMR resistivity (or

resistance) ratio (check Table 3.1), R∆/R0 agreeing with previously reported values on

this material[17, 54].

One important point that needs to be mentioned is the discontinuity that occurs

at the switching field, Bs, corresponding to reorienting unstable domains. When the

applied field is much greater than the switching field, the magnetization, M , is believed

to be uniform and aligned with the applied external field. This switching field value is
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weakly temperature dependent, and becomes smaller from around 0.6 T at below 10 K

down to 0.2 T as temperature raised to room temperature. As will be discussed again

later, this switching field becomes important when the noise measurement was done at

some nonzero fields. On top of the change in switching field values, shape of curves

also gets narrower as temperature goes up. Both of which indicate the fact that at low

temperatures magnetization, M becomes stiffer and harder to turn around with external

magnetic field. The fact that there was no detectable WL magnetoreisstance down to 1.7

K should be noted as well. Since WL effect is strongly tied to the cooperon contributions,

lack of WL effect suggests the suppression of cooperon in FM nanowire samples.

One other thing measured prior to noise measurement is the temperature dependence

of sample resistance. In fact, R(T ) is the first measurement performed on every wire

samples once they were placed in PPMS. The inset in Figure 3.8 shows typical temper-

ature dependence of the sample resistance. A good Py wire sample shows a metallic

behavior, which means the resistance of the sample decreases as temperature is lowered.

However, when temperature goes further down below 15 K or so, the resistance starts

to go up again due to electron-electron interactions in disordered system. Typically in a

disordered metal system, electron-electron interactions are effectively screened at higher

temperature, and resistance of the sample is dominated by phonons. As temperature goes

down phonon contributions become substantially suppressed, and hence, the resistance of

the system is lowered[10]. However, when the temperature is further lowered, the screen-

ing effect dies away progressively and thus, electron-electron interactions become more

important. At low temperatures, the dominating electron-electron Coulomb interaction
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Figure 3.8: R vs. T below 25 K is shown for 100 nm Py sample (Sample C in Table 3.1).
Resistance starts to show upturn below 15 K or so because boundary scatteringprocess
becomes more prominant due to inceased coherence length of electrons. Several different
drive currents were tested in ordered to minimize the problem with Joule heating. Inset
shows R(T ) from 300 K down to 2 K.

creates a “migration” of electron states away from the Fermi energy. This lowered num-

ber of states coupled with the reduced thermal energy of the electrons results in fewer

available states for conduction electrons to occupy, thus resulting increased resistance at

lower temperature[55].

Now, the reason it is necessary to check R(T ) with various drive currents is because

of Joule heating effects. Joule heating results from electrons colliding with defects trans-

ferring energy to them. At low temperatures, however, this transferred energy cannot

be dissipated effectively since there are not many available phonons left in the system to

distribute the heat at these temperatures. This makes the sample very poor at dissipat-

ing heat. Thus, if enough energy is given to the electrons by applying high enough drive

currents, the resulting collision will actually increase the sample temperature, leaving

the conduction electrons at a higher temperature than what thermometer claims. This
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is highly undesirable as most of the coherence phenomena are strongly temperature de-

pendent. Therefore, it is necessary to find the highest possible drive current that does

not affect the sample temperature is crucial for the rest of the measurements follows here

after. As shown in Figure 3.8 for 100 nm-wide sample as an example, maximum drive

current that could be used for this specific sample at 2 K was 500 nA.

3.3.2 UCF Measurements

TD-UCF and MF-UCF (MFP) were measured using a five-terminal bridge setup with a

suitable drive current for any given temperature found from R(T ) measurement. First

of all, the noise power measured at low temperature was very well described by a 1/f

dependence, and scales with the square of the drive current, indicating that its source is

a fluctuating sample resistance. In fact, the frequency dependence remained 1/f for all

samples and all parallel and perpendicular fields examined between 0 and 8 T, even when

the magnetic field was very close to switching field, Bs.

Figure 3.9 shows noise power normalized by drive frequency and sample resistance

as a function of temperature, SR(T ) for all four Py wire samples under a variety of per-

pendicular field conditions. The fact that this noise is TD-UCF is supported by several

reasons. Most importantly, the 1/f noise power increases as temperature is decreased

for the low temperature region (below 50 T); this is expected in TD-UCF due to re-

dueced ensemble averaging as kBT decreases relative to the Thouless energy ~D/L2
φ, and

Lφ(T ) grows relative to the sample size, L. This is a unique, distinguishing feature of

TD-UCF, and differs dramatically from e.g. local interference noise[33]. Second, the mag-

nitude of the noise power increases with decreasing sample cross section, as is routinely



61

(d)(c)

(b)(a)

N
or

m
al

iz
ed

 N
oi

se
 P

ow
er

 , 
S V

 /(
I R

S)2   [
1/

H
z]

Temperature [K]

  

 

1 1010-14

10-12

10-10

 

 
 

 

 

 

 

Figure 3.9: Noise power as a function of temperature for all four samples with several
perpendicular magnetic field conditions: (a) Sample A (w = 27 nm), (b) 50 nm, (c) 100
nm, and (d) 450 nm. For all four sets of data, solid squares are B = 0 T; open squares
are B⊥ = 8 T; and solid gray triangle is B⊥ ∼ Bs. Size of error bars are comparable
in size to the symbols.
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observed in TD-UCF measurements of normal metals. Furthermore, the magnitude of

the noise is comparable to that observed in TD-UCF measurements on a normal metal

alloy, Au0.6Pd0.4, known to have a short coherence length.

It is already discussed that the field dependent suppression of the cooperon contri-

bution to the noise power should be observed in normal metal was not observed in Py

wire samples. As shown in Figure 3.9, no suppression was observed. For all four samples

SR(B = 0) and SR(B⊥ = 8 T) are almost indistinguishable within the temperature

range tested. These data and the lack of detectable WL effect imply that cooperon are

indeed suppressed in this material. This implies, unfortunately, that the field dependence

of TD-UCF cannot be used to analyze Lφ quantitatively in this systems.

Even though it is disappointing that the coherence length cannot be inferred from the

cooperon suppression, Figure 3.9 provides several interesting facts related to the coherence

phenomena in this material. The noisepower data taken around the switching field, Bs are

particularly interesting. Noise measurements were not possible precisely at B⊥ = Bs due

to large, irreversible fluctuations in bridge signal from domain rearrangements. Instead,

noise data were acquired at fields 0.05 - 0.1 T away from Bs while sweeping B → Bs. At

these values of field and between 10 K and 20 K, SR was observed to be enhanced relative

to the single-domain case. Interestingly, the power spectrum of the fluctuators responsible

for the noise continue to have a broad distribution of relaxation times (sample maintains

its 1/f features). It is unlikely that this feature is related to magnetization reorientation

and AMR effects, since simple AMR should be visible over all temperatures. Rather,

these data support the idea that domain walls can act as coherent scatterers of electrons,

and their motion can be a source of TD-UCF noise. The limited temperature range over
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Figure 3.10: Comparison of noise power plot between 50-nm-wide Py wire (triangle
points) and 35-nm-wide nonmagnetic samples (square points). Solid symbols are for
zero field and open symbols are for B = 0.512 T for nonmagnetic wire and B = 8 T
for magnetic wire. Nonmagnetic wire data were all shifted upward by a factor of 5 for
clarity.

which these effects are measurable would then be determined by a combination of domain

wall dynamics (magnetization must fluctuate on the slow time scales probed by the noise

measurement) and the requirement of quantum coherence - as T increases, TD-UCF are

increasingly suppressed because of thermal averaging and dephasing Lφ(T ). More direct

tests of these ideas should be possible, e.g., in structures engineered to contain only a

single domain wall[56].

Decoherence process may still be indirectly examined via SR(T ). Figure 3.10 com-

pares the temperature dependence of the TD-UCF noise power in the 50-nm-wide Py

sample and a 35-nm-wide Au0.6Pd0.4 wire. The difference between low and high fields is
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clear in the normal metal at low temperatures, while immeasurably small in the ferro-

magnets, again demonstrating the suppression of the cooperon contributions. Note that

SR(T ) ∼ T−2 between 2 and 8 K for narrower Py wires. While the temperature depen-

dence is slightly weaker in wider wires (∼ T−1.4 for a 450-nm-wide sample), it is always

appreciably steeper than T−1. This differs significantly for dephasing mechanisms, as

described below.

With some assumptions, SR(T ) can be related to the coherence length Lφ(T ) =
√

Dτφ(T ),

where D is the electronic diffusion constant and τφ is the decohernece time. In normal

metals, the predicted SR(T ) depends on the relationship between several length scales:

segment length L, width w, thickness t, the thermal length LT =
√
~D/kBT , and

Lφ(T ). Also relevant is the density of active fluctuators, n(T ), in the material. In the

usual TLS model, n(T ) ≈ T , and such TLS are apparent from the low-T acoustic

properties of polycrystalline metals (see Ref. [57], Chap. 4). In a quasi-two-dimensionall

(Q2D) system (L, w >> Lφ, LT >> t), the expected temperature dependence[40, 58] is

SR ∼ n(T )L2
minL

2
φ, where Lmin is the smaller of LT and Lφ. In quasi-2D bismuth[58, 59],

this TLS-based analysis leads to an inferred Lφ ∼ T−1/2, exactly as expected for electron-

electron dephasing in 2D. For the normal metal data shown[44], the observed saturation

of SR at low temperatures is consistent with weak localization and TD-UCF measure-

ments on this sample that indicate the presence of magnetic impurities in the AuPd and

a resulting Lφ(T ) saturation.

It is likely that the relevant fluctuators in the FM away from the switching field are

the same TLS as in normal metals and hence would have the same n(T ). The lack of field

dependence shows that the dominant fluctuators are not moving domain walls or glassy
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Figure 3.11: Noise power as a function of sample volume at 2 K. Solid squares are for Py
wires and open squares are for nonmagnetic AuPd wires which have an identical sample
geometry with thickness from 6.5 nm to 9 nm.

spins[60, 61].

Furthermore, the Figure 3.11 shows that SR scales with sample volume identically in

normal metals (AuPd) and the permalloy. Finally, the 1/f dependence of SR is identi-

cal between AuPd and Py, showing that the fluctuators in both material systems have

identical distributions of relaxation times. While not definitive, these observations and

the ubiquitous presence of TLS in a variety of polycrystalline metals[57] suggest that it

is reasonable that such fluctuators are active in the FM materials.

The dimensionality of Py wires with respect to coherence phenomena is remains un-

clear, though the most likely dimensionality is quasi-2D. A reasonable estimate for D

based on the known values for iron and nickel suggests that LT ∼ 10 nm at 10 K. AB

measurements in Py rings[50] at 30 mK estimate Lφ ∼ hundreds of nanometers, and is

much shorter at 4.2 K. Lφ values between 2 K and 20 K shorter than sample thinknesses

or much larger than sample widths seem incompatible with these AB observations.

If n(T ) ∼ T in these FM samples as in normal metals, then the implications for

Lφ(T ) are interesting. The unusually steep SR ∼ T−2 is stronger than that expected
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Figure 3.12: Noise power as a function of temperature for 100-nm-wide sample data from
Figure 3.9 is revisited with parallel field data added to the plot. Open triangle represents
data collected with 8 T magnetic field applied parallel to drive current direction. All
other size samples showed simliar trend when parallel field was applied.

in any dimensionality assuming stardard electron-electron dephasing. Furthermore, the

identical temperature dependences of SR for low and high parallel magnetic field B|| (check

Figure 3.12) are inconsistent with spin wave scattering[62] as the dominant decoherence

mechanism, since high B‖ is expected to exponentially suppress such mechanism.

3.4 Results and Discussions: In1−xMnxAs

Study of UCF noise in FM metal systems helped extending our understanding in QTP

in FM systems. So it is logical to extend this idea to other types of FM materials.

In ferromagnetic semiconductors (FSs), carrier-mediated spin exchange between Mn

ions is thought to be the origin of the FM phase. This is very different from that of FM
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metal systems such as Py. The similar measurement techniques that were used for Py

wire samples were used for FM samples and the results are discussed in this section. Two

different batch of films were used to make identically shaped wire samples used in this

experiments.

3.4.1 Resistive Measurements

As discussed in the previous chapter, In1−xMnxAs is paramagnetic above Curie temper-

ature TC and usually have relatively low TC (typically between 10 and 100 K depending

on various fabrication conditions). Therefore the most important thing that needed to

be clarified is where exactly this Curie temperature lies.

A simple way of figuring out TC with electrical setup is to measure the temperature

dependence of the longitudinal and Hall resistance. At higher temperature, resistance

of samples show increase of resistance as T decreased. This is a typical behavior for

semiconductor. However, as seen in Figure 3.13 (a) and (c) the resistance (resistivity) of

both samples peaks, indicating paramagnetic to ferromagnetic transition at TC between

30 and 50 K while cooling, and this transition is more clear in the Hall resistance shown

in Figure 3.13 (b) and (d), which exhibits ferromagnetic hysteresis for T < TC (gray

lines). This is more pronounced as T is further reduced (black lines). Temperature range

where TD-UCF and MF-UCF were measured was well below TC so samples exhibited

FM properties.

There are other test that can be performed in order to find out sample’s magnetic

properties, such as measuring magnetoresistive effects. As mentioned, magnetization easy

axis for this samples lie along the film growth direction, which means the easy axis is the
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Figure 3.13: (a) Resistivity of sample E shows its Curie temperature around 50 K. (b) Hall
resistance measurement for sample # 1 at 60 (dashed line), 40 (grey line), and 2 K (black
line) shows appearance of magnetic hysteresis as cooling, which suggests the sample is
experiencing paramagnetic to ferromagnetic transition. (c) Resistivity for sample F shows
its Curie temperature lies ∼ 30 K. (d) Hall resistance for sample # 2 at 50 (dashed line),
25 (grey line) and 2 K (black line).
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Figure 3.14: Magnetic field dependences of sample resistivity at three different tempera-
tures are shown for sample F.

out-of-plane direction. Hence it is easier to see the magnetoresistive effect of these devices

if the sample is rotated so the wire is parallel to external magnetic field. Figure 3.14 shows

the development of magnetoresistive effect in sample F as the temperature goes down with

magnetic field applied parallel to the sample plane. At T > TC no obvious MR can be

seen whereas at T well below TC it shows unmistakable sharp MR feature emerged.

3.4.2 UCF Measurements

The frequency dependence of the raw voltage noise power is well described as 1/f just

like Py sample case. And again, the increase of noise power as T is decreased is a

unique, distinguishing feature expected in TD-UCF noise (Figure 3.15, and results from

the growth of the cohernece length, Lφ as discussed previously. Above ∼ 5 K at B = 0

as well as over the whole temperature range for the high field data, the noise power

varies approximately as T−0.5. In the low temperature limit, the noise power scales
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Figure 3.15: Normalized noise powers as a funcion of temperature for sample F at zero
field (closed symbols) and B = 3 T (open symbols) are shown. The same trends are seen
in sample E.

approximately as T−2. Both of these dependences differ from the temperature dependence

seen in nonmagnetic metals[40, 58]. These unusual temperature dependences suggests

either 1) the fluctuators have an unusual energy distribution despite having the usual

distribution of relaxation times that gives SR ∼ 1/f ; or 2) the dephasing mechanism

for holes in this material is unconventional.

Figure 3.16 shows the external field dependence of the TD-UCF noise power, SR(B),

measurements on the two samples. In this plot, perpendicular and parallel field configu-

rations are presented together with closed and open symbols, respectively. As shown in

Figure 3.16, SR(B) in In1−xMnxAs system at low temperature is strikingly different to

not only that of normal metals but also that of Py samples. And this strongly implies

that the dominant source of TD-UCF is coherent scattering of carriers off fluctuating

magnetic disorder. Qualitatively similar effects have been seen at mK temperatures in

magnetic semiconductors that are considered as spin glass systems[63]. Above 5 K, SR
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Figure 3.16: Normalized noise powers as a funcion of external magnetic field for (a) sample
E, and (b) sample F are shown at three different temperaures, 2 K (black lines), 4 K
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configuration, and the open symbols are for parallel configuration. Error bars are not
shown in these plots because they are comparable to the symbol size.
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is independent of B, as seen in the Py experiments. However, as T goes below 5 K, SR

acquires a field dependence for |B| < 1 T. For both samples, SR(B = 0) becomes

almost four times larger than SR(B = 1T) at 2 K. As shown in Figure 3.16, this field

dependence is independent of field orientation. This is consistent with a field-driven Zee-

man suppression of the fluctuators that cause the noise, rather than an orbital coherence

effect as in TD-UCF in normal metals.

In case of DMS samples, MF-UCF provides a consistency check on the idea that

Zeeman rather than orbital physics is relevant to SR(B). Since Aharonov-Bohm shifting

of phases of electronic trajectories is equivalent to altering the impurity configuration[38],

sweeping B leads to sample-specific, reproducible MF-UCF within a coherent volume.

The correlation field scale of the fluctuations, Bc, is related to the size of typical coherent

trajectories via the flux quantum, h/e. Figure 3.17 shows MF-UCF for sample E in

three different temperatures 2, 4, and 10 K from B = - 9 to 9 T when sample lies in

perpendicular configuration. The symmetry in B abour B = 0 outside of the hysteretic

portion of the conduction response confirms that these fluctuations are real. Qualitatively

similar MF-UCFs occur in sample F. Note that the MF-UCFs reproduce when B is swept

up and back. We assume a quasi-2D response, BcL
2
φ ∼ h/e, and check for consistency.

While far more fluctuations are required for a firm quantitative estimate, Figure 3.17 (b)

suggests that Bc at 2 K is on the order of 2 T, which would imply coherence length,

Lφ ∼ 50 nm, larger than sample thickness as required for self-consistency. A truly

quasi-2D sample would exhibit weaker fluctuations in the parallel configuration, and this

is consistent with Figure 3.17 (c) and (d). The MF-UCF variance varied like ∼ T−4

dependence below 4 K, stronger than the TD-UCF variance, though statistics are poor
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Figure 3.17: MF-UCF for sample E is presented at three different temperatures 2, 4, and
10 K for (a) perpendicular and (c) parallel configuration. (a) and (c) show full range of
field sweep from -9 T to 9 T, and (b) and (d) are zoomed-in version for the marked area
in (a) and (c), respectively.

because the apparent field scale of the MF-UCF is so large[64].

One possible origin of the TD-UCF in this material is that the fluctuators are associ-

ated with Mn spins, perhaps at the edges of the sample, not fully participating in the bulk

FM order of the system. Coherent scattering off slowly fluctuating local magnetization

could cause TD-UCF, as in the spin glass case[63]. At sufficiently large B those moments

would be saturated, removing that source of fluctuations.



Chapter 4

Magnetite

While this part of research is focused on a completely different problem from the previ-

ous research with nanowires, the main concern is still the same: understanding electron

transport under the influence of strongly correlated electron system. Magnetite, the most

famous naturally occurring ferrimagnet (also widely mistaken as a ferromagnet to many)

is chosen for that purpose. What makes magnetite material more interesting other than

its magnetic properties is that magnetite has known to exhibit a sharp “bad” metal to

insulator transition at T ∼ 122 K, called Verwey transition. It is classified today as the

occurrence of a spontaneous, intercorrelated change of both lattice symmetry and electric

conductivity in certain ionic crystals. Typically, such an abrupt change is accompanied

by further anomalies in a series of related parameters controlling the magnetic, thermo-

dynamic, electric, and mechanical interactions in the solid[1, 65, 66, 67]. Thus it provides

us many alternate means to test the sample. Since first discovery[24], Verwey transition

related physics has been studied widely. However, most of experiments were carried on

at a macroscopic scale using bulk material. Although there are certain merits in per-

forming an experiment at larger scale, it is undoubtable that using nanoscale devices can

be advantageous for understanding the changes in electronic states when the material

undergoes this transition. Thus, a two terminal nanojunction setup was adopted.
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4.1 Fabrications

Unlike nanowire samples which were patterned into simple wire shape to define the re-

gion of interests along with multiple leads attached to it to perform multi-leads elec-

trical measurements, nanojunction devices were patterned in a simpler shape to further

narrow down the region of interests. Two-terminal devices for applying voltages and

measuring conduction at the nanoscale have been fabricated incorporating both Fe3O4

nanocrystals[68] (10-20 nm in diameter with oleic acid coating) and single-crystal thin

films (40-60 nm thick)[69].

Even though it is still challenging from conventional techniques to fabricate a set of

electrodes whose separation is comparable to the size of nanostructures, recently proposed

approaches made this possible with a relatively high yields. Some of such approaches

include nanopore structures[70, 71], employing scanning tunneling microscopy (STM)[72,

73, 74, 75, 76, 77] and electromigrated break junction[78, 79, 80, 81, 82, 83, 84]. However,

in our experiments, conventional lithography defined structures were used due to some

limitations other approaches have.

4.1.1 Nanocrystal Samples

Two-step electron beam lithography and e-beam evaporation (1 nm Ti, 15 nm Au) were

used to pattern closely spaced source and drain electrode pairs onto degenerately n-

doped silicon substrates coated with 200 nm of thermally grown SiO2. Interelectrode

gaps (channel lengths) ranged from zero to tens of nm, with a 10 µm wide channel

region. Nanocrystals were spin-coated from hexane solutions to form slightly more than

one densely packed monolayer of nanocrystals over the channel region. Samples were then
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baked at 400 ◦C in vacuum for 1 hr to remove as much of the oleic acid as possible. In

one set of samples, a second layer of particles was added followed by a second round of

baking. Optical microscope and SEM images of the final product are shown in Figure 4.1.

Figure 4.1: Au (no Ti) was used for the electrodes. Each device has channel width of 20
µm and channel length of 10 to 100 nm.

Magnetite nanocrystal preparation starts with the generation of iron carboxylate salts

through dissolution of FeO(OH) in oleic acid. Then the decomposition of iron carboxylate

salts results magnetite nanocrystals. This is a simple one pot process where you add

FeO(OH) with oleic acid in a big mixer and heat everything up under various inert

gas environment to around 320 ◦C for some fixed time[68], which results the desired final

products. Size of nanocrystals can be regulated from several nm to hundreds of nm during

the synthesis by adjusting the amount of oleic acid added to the process. Equation 4.1.1

shows a simplify version of the chemical equation for this process.

FeO(OH) + OA ∆−→ Fe(OA)3 + H2O ↑ + ODE ∆ 300◦C−→ Fe3O4 nanocrystals

(4.1.1)
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The nanocrystals have been characterized by transmission electron microscopy (TEM),

x-ray diffraction, and infrared and Raman spectroscopy. As synthesized the nanocrystals

are protected by weakly bound oleic acid ligands; these ligands play a crucial role on

regulating final size of nanocrystals during chemical synthesis and also allow the suspen-

sion of the nanocrystals in organic solvents, but act as electrically insulating layers that

must be largely removed for effective electronic transport measurements. Thus, comes

the baking procedure discussed earlier.

4.1.2 Thin Film Samples

The other type of devices are based on 50 nm thick epitaxial magnetite films grown by

oxygen-plasma-assisted molecular beam epitaxy (MBE) on <100> MgO single-crystal

substrates. Details of the growth process have been reported elsewhere[69]. Single-step

e-beam lithography and e-beam evaporation were used to pattern Au (no Ti adhesion

layer) source and drain electrodes defining a channel length ranging from tens of nm

to hundreds of nm, and a channel width of 20 µm. The interelectrode conduction is

dominated by the channel region due to this geometry. No annealing was performed

following electrode deposition.

4.2 Measurements

After the fabrication, the samples were placed in 4He cryostat fridge described earlier

or a variable temperature vacuum probe station (Desert Cryogenics) for the electrical

charicterization. When sample was placed in the probe station, the chamber was evacu-

ated by a turbomolecular pump, preferrably overnight, and when the pressure went below

10−4 mBar, an inline cold trap is filled with liquid nitrogen for cryopumping. The base
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pressure of the probe station at 300 K was 2 - 4 × 10−7 mBar. For all measurements, HP

4155A Semiconductor Parameter Analyzer was used except for the switching speed test.

During the initial cooling to liquid nitrogen temperature, resistance of each device

was measured. All resistance values of the device were obtained from IV curves measured

using parameter analyzer to source relatively small voltage upto 100 mV with step size

of 5 mV. These initial resistance measurements provided important information about

sample configurations. Due to a certain amount of inconsistency during the lithography

procedure, devices ended up with non-regular gap sizes - some devices with too large or

too small gaps and even no gaps for other devices. Plus, the placement technique for

nanocrystals was less than optimal, relying largely on statistical chances. Thus, it was

essential to find out which devices were worthy of close examination at lower temperature

at an earlier stage. After processing large number of devices, we concluded that the ones

that had the room temperature resistance of several kΩ or smaller showed interesting

features at low temperatures. In case of larger resistance devices, it was very likely that

the electron transport was dominated by large contact resistance due to poor coupling

to electrodes or by large tunneling resistance due to large gap size. In any cases, the IV

features we were interested in would not be appear. If two electrodes were connected,

electron transport would be dominated by the path provided by touching electrodes, so

again, the features from magnitite samples would not arise.

Figure 4.2 (a) shows three resistance vs. temperature trends nanocrystal devices usu-

ally follow. Type I devices with metallic behavior were considered to have connected

electrodes, type II devices with relatively large room temperature resistance were con-

sidered to have larger gap sizes or large contact resistances, and type III devices which
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Figure 4.2: General trends of resistance vs. temperature plot in log-linear scale for (a)
nanocrystal devices and (b) thin film devices.

showed interesting features at lower temperature were the ones considered to have optimal

gap sizes and low contact resistance.

Although there was no device with too large a resistance in thin film samples, there

were a few devices with connected electrodes. Therefore, even when thin film samples

were tested, high temperature resistance measurements were still necessary. As seen

in Figure 4.2 (b), thin film devices generally exhibited lower resistance values due to

improved contact and well defined sample stoichiometry compared to nanocrystal devices.

However, their temperature dependence followed similar trend.

Once interesting devices were identified, their IV characteristics were measured. Typ-

ical voltage range was between -2 V and +2 V though this range entirely depended on

gap sizes as well as how good a contact resistance was. Step size was selected to accom-

modate the maximum number of data points parameter analyzer could take. And the

voltage sweep was typically set to start at -2 V upto +2 V then brought back to -2 V
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Figure 4.3: Three typical IV curves observed at 80 K with (a) metallic (connected elec-
trodes), (b) insulating (too large a gap or poor contact) devices, and (c) with devices
showing switching behavior at low temperature.

so we could observe electric field induced hysteretic effect below 120 K. Figure 4.3 shows

three distinctive IV curves that might be seen at 80 K.

For the switching speed tests, the parameter analyzer was replaced by a Stanford

Research Systems DS345 Function Generator to source the desired voltage range and

a National Instruments BNC-2110 DAQ card to collect output current data converted

into voltage using Stanford Research Systems SR570 current preamplifier. By using this

setup, voltage sweep speed within the interested range could be controlled arbitrarily fast

or slow depending on the frequency settings on the function generator.

4.3 Results and Discussions

As described in the previous section, resistance of all devices were tested during the initial

cooling in order to select out which would be suitable for the further detailed measure-

ments. The ideal profile of resistance as function of temperature would have been the ones

showing sharp transitions across Verwey transition temperature at around 120 K[24, 1].

However, because of the limitations of two terminal setup, it is not avoidable to have

the contact and lead resistances included to the total resistance measured, which could
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dominate the overall resistance trends. In fact, if the known bulk resistivity of magnetite

is used simple Ohm’s law calculation gives the sample resistance should be low as 5 - 10

Ω in room temperature. Even though this is only a rough estimate this suggests that the

total sample resistances measured were strongly dependent on the contact resistances.

And unfortunately, that is true in many cases with two terminal devices. This is espe-

cially problematic with nanocrystal devices because nanocrystal is initially covered with

oleic acid which must be eliminated. There is a higher chance some residues left behind

causing bad contacts. So the selection process can be tricky sometimes. Nevertheless, the

I − V characteristics of well established nanojunction devices for both nanocrystals and

films showed unmistakably clear features below Verwey transition temperature which will

be described in this chapter.

4.3.1 Electrically-Driven Transition: Not Local Heating

Figure 4.4 shows I−V and dI/dV characteristics of a nanocrystal device at some selected

temepratures. For T > TV , I −V curve showed simple monotonous response to applied

voltage (Figure 4.4 (a)). However, as the temperature was reduced, a discontinuity in

I − V curve started to develop (Figure 4.4 (b) and (c)). This is a feature certainly not

present when gaps with no particle were put to test. Although the development of this

switching effect under the change of temperature seems rather gradual, the fact that

devices which showed this voltage driven transition in their I − V curves all started to

exhibit this transition only when the temperature is around or below 120 K strongly

suggest the fact that this is related to the Verwey transition. Also, this was not just a

case for nanocrystal magnetite samples but also for the MBE grown film samples with
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Figure 4.4: Current-voltage characteristics at various temperatures for a device based on
10 nm magnetite nanocrystals. (a) shows I − V curves observed at temperatures above
TV . I − V curves in (b) were measured more tighter range of temperatures around the
Verwey transition. Inset is zoomed-in version for the marked area. The ones showed in
(c) were from lower temperatures. Arrows indicate the direction of the hysteresis for 60
K data. (d), (e), and (f) are dI/dV for (a), (b), and (c), respectively.
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various gap sizes.

The emergence of the transition becomes more obvious in dI/dV plot shown in Fig-

ure 4.4 (d), (e), and (f). Inset in Figure 4.4 (e) clearly shows the emergence of disconti-

nuity below 120 K, which develops to huge jump in I − V curves at lower temperatures

(Figure 4.4 (c) and (f)). In fact, when d2I/dV 2 is plotted, it starts to show a hint of

discontinuity feature development at high as 150 K.

First and probably the most important part that requires further clarification is

whether this voltage driven transition from low conducting state to high conducting state

is due to local heating or not. We believe there are several evidences indicating these

sharp conductance transitions are not the result of local heating (as in macroscopic sam-

ples of Fe3O4[85, 86] and in the Mott insulator VO2[87, 88]), but rather are electrically

driven. In the worst-case scenario, all of the I × V Joule heating power is dissipated

within the magnetite. The local steady-state temperature is determined by the power

dissipated and the thermal path. Thermally driven switching would then correspond to

raising the local temperature above TV . At a fixed cryostat temperature an improved

thermal path would imply that more power dissipation would be required for a given local

temperature rise. Similarly, for a fixed thermal path, the necessary dissipated power for

thermal switching would approach zero as T → TV . Furthermore, at a given cryostat

temperature thermally-driven switching would imply that the power dissipated at the

low-to-high conductance transition (needed to raise the local temperature to TV ) should

be close to that at the high-to-low conductance transition.

The thermal conductivity, κ, of magnetite is dominated by phonons in this temper-

ature range, and limited by phonon-electron scattering[89], even when T > TV . As a
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Figure 4.5: Power required to switch from the insulating into the more conducting state
as a function of temperature, for a device based on ∼ 20 nm diameter nanocrystals.

result, κ increases as T is decreased through and below TV , and the materials thermal

coupling to the cryostat improves as T is reduced. In all devices showing switching,

the electrical power required to switch from low to high conductance decreases with

decreasing T , with Figure 4.5 showing one example. This is precisely the opposite of

what one would expect from thermally-driven switching. Similarly, in all devices the

power dissipated at switching does not approach zero as T → TV , again inconsistent

with thermally-driven switching. Furthermore, at a given T the power dissipated just

before V is swept back down through the high-to-low conductance threshold significantly

exceeds that dissipated at the low-to-high point in many devices, including those in Fig-

ure 4.4, inconsistent with thermal switching expectations. Finally, nanocrystal and thin

film devices show quantitatively similar switching properties (Figure 4.6) and trends with

temperature, despite what would be expected to be very different thermal paths. These
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Figure 4.6: Current-voltage characteristics at various temperatures for a device based on
50 nm thick magnetite film grown onMgO substrate. (a) shows I − V curves observed at
temperatures above TV . I − V curves in (b) were measured more tighter range of tem-
peratures around the Verwey transition. Inset is zoomed-in version for the marked area.
The ones showed in (c) were from lower temperatures. Arrows indicate the direction of
the hysteresis for 60 K data. (d), (e), and (f) are dI/dV for (a), (b), and (c), respectively.
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Figure 4.7: Hysteresis loops at various sweep rates on a nanocrystal device are shown.
Voltage sweep rates were varied from 0.7 V/s up tp 70 V/s.

facts rule out local heating through the Verwey transition as the cause of the conductance

switching.

4.3.2 More Details

As seen in both Figures 4.4 and 4.6, all conductance transitions below TV are accompanied

with hysteretic behavior depending on the voltage sweeping direction. These get more

and more dramatic as T is decreased due to increase of threshold voltage for the switching.

The transition in all devices are extremely sharp, with widths less than 50 µV, though

in repeated sweeps at a fixed temperature, there is sweep-to-sweep variability of a few

mV in switching thresholds. Furthermore, when tested with various sweep speed at a

fixed temperature, the switching voltage and the sharpness of transition were maintained

even with very fast (70 V/s) speed. This indicates that the switching process is relatively

rapid. Figure 4.7 shows details of hysteresis loops on a nanocrystal device with various

sweep rates.

The fact that the conductance transition is driven electrically can be also backed up
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Figure 4.8: Switching voltage in a series of thim film devices as a function of channel
length (gap size) at several temperatures. The linear variation with L strongly implies
that for each temperature there is a characteristic electric field required for switching.
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by a plot of the low-to-high conductance switching volatge as a function of gap size L in a

series of film devices for several temperatures (Figure 4.8). The linear dependence implies

that the transition is driven by electric field itself, rather than by the absolute magnitude

of the voltage or the current density. Tha fact that the voltage extrapolates to a nonzero

value at L = 0 is likely a contact resistance effect. The length scaling of the transition

voltage also demonstrates that this is a bulk effect. The contacts in all of these devices are

identical, so any change in switching properties must result from the magnetite channel.

This is contrast to the resistive switching in Pr0.7Ca0.3MnO3 (PCMO) that is ascribed to

a change in contact resistance due to occupation of interfacial states[90].

One of possible explanation of the switching features is that the nonequilibrium carrier

distribution contributes to destabilizing the insulating state. In the presence of a strong

electric field a carrier can gain significant energy even in a single hopping step, even

though carrier relaxation times are very short. A rough estimate of the average critical
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electric field for switching at 80 K is 107 V/m, from the slope of the line in Figure 4.8. The

high temperature cubic unit cell is 8.4 Å on a side, meaning that a carrier traversing one

cell would gain approximately 8.4 meV, comparable to kBTV ≈ 10.3 meV. Conductance

switching at such high fields may require consideration of such nonequilibrium carrier

dynamics.

The gate and magnetic field dependences of nanocrystal devices were also tested.

However, the switching characteristics were very much immune to any of those changes,

possibly because of poor coupling between nanocrystal samples and the substrates used

as a gate due to the same reason why some devices have bad contacts. Tested gate

biases were between ± 80 V, and the field was brought up to ± 9 T. For both cases,

voltage driven-transitions at lower temperature were still maintained with no obvious

disturbance. Even with the case of underlying MR effect at high magnetic field, because

of larger switching effect compared to MR effect, overall profile of the curve seemed

unchanged at a larger scale.

Regardless of some limitations, we believe the electric-field driven transition seen in

this material can serve us a new and important method of studying Verwey transition. On

top of that, this also demonstrates that nanostructures of strongly correlated materials

can lead to previously unknown physics which will help us in extending our understandings

in such systems.



Chapter 5

Conclusion and Outlook

In this thesis, we investigated various types of magnetic materials to extend our un-

derstanding on electron transport in long-range, strongly correlated systems. For all

samples, e-beam lithography was used in order to fabricate sample geometries that were

sub-micrometer scales. Electrial measurements were used for both investigations of mag-

netic properties and of electron coherence.

5.1 Nanowires

For nanowire samples, initial measurements using conventional four-terminal setup demon-

strated and varified samples’ ferromagntic properties in the temperature range where our

interest lies. Metallic nanowires (Py samples) showed typical negative magnetoresistance

effect under varying magnetic fields with saturation field ranges around 1 T with fairly

small switching fields at around 0.5 T suggesting its ferromagnetic properties as expected.

In case of DMS samples, the MR effect and Hall effect measurements even showed dis-

tinctive development of ferromagnetism across the Curie temperature of the samples well

above the temprature range that we are interested in.

TD-UCF measurements in two distinct types of materials provided several interesting

aspects regarding magnetic ordering present in our samples. The suppression of cooperon

contribution was one of the interesting outcome in metallic ferromagnetic samples. Other

interesting results include: 1) domain wall motion as a possible scattering source[46] and
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2) stronger temperature dependence of noise power which leads us to believe that there

must be different decoherence mechanism compared to normal metal cases.

In DMS samples, noise power DID show certain field dependence. However, it does

not appear to be cooperon contribution, either. Rather, it was believed to be due to field-

driven Zeeman suppression. With DMS samples, MF-UCF was also closely examined.

Even though the applied field was far from sufficiently large enough to be conclusive, the

rough estimate of coherence length of this type of sample was possible.

It was rather unfortunate for both samples that quantitative results, for the coherence

length, dominent dephasing mechanism and their temperature and/or field dependences,

related to coherence physics were not obtained with ferromagnetic materials. Although

the techniques adopted for this part of research was fully proven with non-magnetic

metal systems, and existence of UCF noise in ferromagnetic samples was unmistakable,

it was still not quite enough for the theories for non-magnetic metal systems to be fully

compatible with ferromagnetic systems. However, we believe it was still possible to use

this setup to have a better understanding.

There are several other types of experimental setup that could be used with some

restrictions. The weak localization will be ruled out because of strong suppression of

cooperon contributions. On the other hand, Aharonov-Bohm oscillation has been already

shown to be useful to find the coherence length[31, 30]. There are also other attempts

using superconductor-ferromagnet junction devices to find relavant coefficients that can be

used to calculate coherence length of ferromangets in the system[91]. One of the down side

of these experiments is that these experiments adopted rather complicated sample setup.

However, in concert with other techniques, it should be possible to examine decoherence
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in FM systems quantitatively, and search for other novel coherence effects[92, 93]. Plus,

by continuing with other specifically ordered ferromagnetic samples such as DMS samples

in our research, we believe more detailed understanding is still possible.

5.2 Magnetites

Simpler setup was used for magnetite samples in order to study electron transport in sam-

ples with further restricted geometry in this part of research. With magnetite nanocrystal

samples, the initial objectives of the research was more oriented toward single molecular

transistor type of experiments. However, the limitations related to sample fabrications,

especially with the problem generally addressed as a contact problem(due to original

nanocrystal sample fabrication methods as well as to our less than perfect placing tech-

niques), sensitivity of conductance measurements, let alone with the lack of gating ability,

was severely undermined. Instead, larger bias voltage regime was explored, and we were

able to observe the electric field-driven transition below Verwey transition temperature.

We believe the field-driven conductance transition may give insights into the equilib-

rium Verwey transition. This switching may be useful in testing recent calculations[67,

94, 90] about the role of strongly correlated B site Fe 3d electrons and their coupling to

phonons in the Verwey transition mechanism.

Along with field-driven transition, performing local probes of the magnetite struc-

ture (via x-ray or electron-diffraction techniques or scanned probe microscopy) in situ

in the channel of biased devices would give an interesting insight. It would help us to

understand if the coherence between structural symmetry changes and the formation of a

gap in the electronic spectrum is broken under these noequilibrium conditions. However,
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this is a significant experimental challenge. Similarly, local Raman spectroscopy of de-

vices under bias could reveal field-induced changes in phonon modes and electron-phonon

couplings, and single-crystal thin films permit the application of bias along well-defined

crystallographic directions relevant to structural symmetry changes at TV .

The presence of multiple switching transitions in individual nanocrystal and film de-

vices also bears further study. The suggested charge order may melt inhomogeneously,

with portions of the channel having different switching thresholds. There could also be

charge-ordered intermediate states between the insulating regime and the most conduct-

ing regime[1]. Again, optical measurements[95] with sufficient spatial resolution could ad-

dress these possibilities. Through improved metal/magnetite contacts and further study,

it should be possible to unravel the precise nature of this nonequilibrium transition, and

its relationship to the equilibrium, bulk Verwey transition.

5.3 Closing Remarks

There are many in condensed matter physics community considering the quantum trans-

port physics in mesoscopic system, especially with disordered normal metal system, as

almost completed except some remaining points that needed to be proven experimentally.

Or more precisely, people lost the interests in this field largely because the current trend

in the community does not look at this class of materials as an interesting candidate

anymore. However, this does not mean that the physics in this is all lost. There are still

a lot of mysteries to solve with other class of materials such as the ones discussed in this

thesis. Especially for the ones that our current technologies vastly adopted and already
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started using even without deeper understandings. As usual, more profound understand-

ings could open new possibilities such as in the case of silicon industry - started with

the discovery of a transistor but truly flourished after deeper understanding of materials

and physics behind them were fully established, and new class of devices were emerged

based on these. I believe strongly that the strongly correlated systems such as magnetic

materials are currently going through the same phase now. Their technical appications

have been vastly increased over past two decades despite of the lack of understanding the

physcis behind them. Which is why more and more people are drawn into this field. This

is where previous researches in normal metals become important because it will provide

us a good solid starting point. I believe my research could serve such a purpose in this

growing field of nanoscale electronics with strongly correlated systems.
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